Temperature Prediction on a Turbine Blade
Using a Combination of Turbulent and
Laminar Flow Models for the Calculation of
Thermal Stresses

K. Kulik and S. Govender

In the quest for the calculation of thermal stresses
inside a transonic turbine blade, correct modelling
of the flow field and the thermal boundary layer are
vitally important and pose one of the most difficult
tasks in aeronautical science. A 2-D plain strain
CFD/FEM model to simulate thermal stresses in an
internally cooled turbine blade has been set up using
the commercially available software FLUENT and
NASTRAN. The CFD model was validated against
experimental pressure and temperature data. It was
shown that no available Navier-Stokes turbulence
model could accurately predict the heat load to a tur-
bine blade in the laminar region of the blade. It was
discovered that by employing a simple Laminar
model and combining it with a turbulence model,
produced excellent agreement with experimental
data, which in turn resulted in realistic thermal
stresses.
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Introduction

Assessing the life and improving the thermal design of a turbine
blade play major roles in all fields where gas turbine engines are
utilised. Analysing the thermal design of a blade begins with
understanding the complex velocity and thermal bound-
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Figure 1: Blade and flow field geometry

obtained routinely by those operating full rotating rigs. The
quality of experimental data produced has been used to validate
and create the numerical codes.

Dunn' reviews the progress of turbine blade aerodynamics
and heat transfer research run by many research organisations
over the last 30 years, from the early plane turbine cascade
measurements performed by Langston et. al.> which gave insight
into flow visualisation to the development of full 3-D Boundary-
Layer and Navier-Stokes codes. One of the earliest Boundary-

ary layers around the blade. Predicting highly accu- [L{
rately the blade surface heat load created by the hot gas !

stream moving over the blade is essential to predicting
the corresponding thermal stresses inside the blade.
The problems associated with predicting heat transfer
to the blades are coupled with: turbine blade aerody-
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namics; free stream turbulence; boundary layer transi-

tion onset and -length; separation and reattachment;
shock waves and main flow acceleration and decelera-
tion. These are just a few of the phenomena associated
with the three-dimensional unsteady flow.
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Numerical codes predicting the flow around and heat

transfer to a turbine blade have been developed over

the past 30 years, mainly due to the experimental com-

munity. It has advanced to the point where time re-
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solved 3-D heat transfer data for vanes and blades are
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Figure 2: Close up of the decomposed main flow mesh at the leading edge
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Pressure Distribution Using the Spalart-Alimaras
Turbulence Model
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Figure 4: Contours of Mach number showing the strong
shock wave

Navier-Stokes equations within the fluid boundary.
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The closure of the Reynolds averaged equations was
1| provided by the Baldwin-Lomax algebraic eddy-viscos-

Figure 3: Pressure distribution on the MARK || NGV

Layer codes STAN 5 developed by Crawford and Kays® was
extensively used by researchers in the 1980s. The measured
values were lower than the predicted values. Daniels and Brown*
used 5 different computer programs to calculate heat transfer to
gas turbine blades, where each program incorporated a different
one or two equation turbulence model. The results were similar
for all the models where none could accurately predict transition
and the agreement with the experimental results were only fair.

By the late 90s some of the most established and successful
Navier-Stokes codes were the two-equation k-€ turbulence
models developed by Lam and Bremhorst’ and the two-equation
k -o turbulence models developed by Wilcox®, as well as the one
equation Baldwin-Lomax and Spalart-Allmaras turbulence mod-
els. The flow phenomena around turbine blades have been fully
explained using numerical codes, however, Dunn' concludes
that there is no Navier-Stokes model in existence that can
accurately predict the transition points on a turbine blade. The
idea behind the work presented in this paper was to establish a
modelling procedure for the calculation of thermal stresses. The
heart of the analysis was the CFD modelling of a transonic
turbine Nozzle Guide Vane (NGV), which experiences shock
initiated transition on the suction side and stability initiated
transition on the pressure side. It was discovered through the
CFD analysis that the transition points can be accurately deter-
mined by the use of both; a laminar and turbulent flow model.

Experimental Test Case and Previous
Analysis on the MARK Il

The analysis described in this paper is on the blade known as the
MARKIINGV. Hyltonet. al.” performed experimental pressure,
temperature and heat transfer measurements on the MARK II.
All the experimental data presented in this paper are those taken
from Hyltonet. al.”. The measurements were performedinalinear,
two-dimensional, steady-state aerothermodynamic cascade fa-
cility, as further described in Hylton et. al.”.

For the test condition, a pressure inlet condition was set at
3.34 bar with a total temperature of 788 K, while a pressure outlet
condition of 1.67 bar was set at the outlet. Hylton et. al.”
determined experimentally the turbulence intensity at 6.5 %.

Bohnet. al.® performed an aerodynamic and temperature CFD
prediction on the MARK II, using the full compressible, 2-D

ity turbulence model. The temperature prediction was
almost exact with the experimental results along the
entire blade surface. Dorney and Davis® performed a 2-
D CFD study on the Langston cascade also using the Baldwin-
Lomax algebraic eddy-viscosity turbulence model. The study
showed that the model could predict heat transfer to a blade to
within 2 % of the experimental results.

Problem Definition and Modelling
procedure

Using the experimental conditions as boundary conditions for
the simulations, the authors made predictions using the commer-
cial CFD code FLUENT. The experiments were performed on a
seven-vane cascade. To reduce the computational domain, a
section of the flow field containing one blade was modelled with
the section boundaries being periodic.

Figure 1 shows the blade along with the boundaries. The flow
field was decomposed into many carefully adjusted four-sided
regions so as to achieve a near perfect structured quad mesh, a
close up of the mesh around the leading edge is shown in Figure
2.

A conjugate heat transfer model was used at the fluid-solid
interface. For the cooling holes, a convection heat transfer model
was enabled using the experimentally determined heat transfer
coefficients and free stream temperature of the cooling air.

In order to ensure that the correct solutions were calculated,
a grid sensitivity study was necessary for each different model
created. The idea was to demonstrate that the solution was
insensitive to the size of the mesh. The grid insensitivity was
determined by computing a solution for a specific model, refining
the mesh in critical regions, and then comparing the results until
changes could no longer be detected. The boundary layer mesh
onthetestblade is the most critical region and had to be modelled
accurately. The size of the boundary layer mesh is dependent on
the type of turbulence model being employed in the simulation.
The two turbulence models investigated were the one-equation
Spalart-Allmaras and two-equation k-€ inits realisable form. For
both the models, a fine enough near-wall mesh was required to
fully resolve the viscous affected region. The differentiation
between fully turbulent and the viscous affected zone is defined
by the Reynolds number based on the perpendicular distance y
from the blade wall, i.e. where Re, = 200. The Realisable k-&
turbulence model with enhanced wall functions uses a single-
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wall-law for the entire near-wall region by blending the linear
and logarithmic (laminar and turbulent respectively) laws of the
wall using a blending function. The blended single-wall law
ensures correct asymptotic behaviour for small and large y*
values, and is capable of predicting the velocity profile for 3 <
y* < 10. For both the turbulence models a y* value of order 1 is
required, this keeps the first cell within the viscous affected
region.

With all the immense research activity into turbulence
modelling, many researchers struggle to compute the heat load
to a blade. There is one model in FLUENT that is usually
overlooked, namely the Laminar model, which, as its name
suggests, is used for laminar flow.

Laminar flow can be defined as an organised flow, which can
be streamlined, where the viscous stresses dominate over the
fluid inertia stresses. For no-slip wall conditions, FLUENT uses
the property of the flow adjacent to the wall/fluid boundary to
predict the shear stress on the fluid at the wall. In the laminar
flow model, this calculation simply depends on the velocity
gradient at the wall, while in turbulent models, approaches such
as the near wall treatment are used, which solve for turbulence
production and turbulent viscosity throughout the flow do-
main. The three models were investigated, where for each
simulation a first cell size of 0.00314 mm that equated to a y*
value of 1 was used, which was determined by using flat plate
theory in orderto fairly accurately estimate the first cell size. For
a flat plate, Incropera and De Witt'® give the necessary equa-
tions to calculate y* based on free stream velocity, kinematic
viscosity and Reynold’s number. The flow conditions were
used in the calculation. Although flat plate theory assumes
zero pressure gradient, the first cell size can be approximated
using the above calculation.

CFD Results

For each of the simulations, the convergence was monitored
using the scaled residuals of the conserved variables. Al-
though there is no universal law for judging the convergence
of a solution, the scaled residuals were set to a convergence
criterion of 10°, which indicates that the overall error in the
variables is about five orders of magnitude less than the bulk
value in the system.

The two turbulence models performed equally well, with the
difference in the results being within 4 %. It is therefore neces-
sary to only present the Spalart-Allmaras results. Figure 3 shows
the results for the pressure distribution, where the discrepancy
is within 2 %. On the pressure side, the flow on the surface begins
to slowly increase in velocity from the stagnation point causing
the gentle drop in static pressure up to 70 % axial chord.
Thereafter, the flow rapidly accelerates through the reducing
blade passage throat area, causing the steep drop in pressure
over the last 30 % axial chord of the blade pressure surface and
the first 40 % axial chord of the suction surface.

The suction surface pressure prediction follows the drop in
pressure down to the minimum, which corresponds to the
maximum velocity of 704 m/s, corresponding to a Mach number
of 1.53 at 44 % axial chord. At this point, no separation is
predicted, yet the flow almost instantaneously decelerates from
its maximum (704 m/s) supersonic velocity, to a subsonic veloc-
ity (457 m/s) in a plane normal to the blade surface, as a result of
a shock wave. The shock wave can be clearly seen in Figure 4,

Temperature Distribution Using the Spalart-Alimaras
Turbulence Model
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Figure 5: Temperature distribution on the MARK Il NGV using the Spalart-
Alimaras turbulence model
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Figure 6: Heat transfer distribution on the Mark || NGV

where a locally higher density of Mach number contours can be
seen on the suction side of the blade.

Figure 5 shows the results of the temperature prediction
using the Spalart-Allmaras turbulence model. On the pressure
side of the blade, the temperature at the stagnation point in the
laminar region is over-predicted by 8 %. The over prediction
decreases to zero at 18 % axial chord, where transition to
turbulent flow in the boundary layer is initiated at roughly 22 %
axial chord, which results in a temperature increase from 22 % to
36 % axial chord along the transition zone. The development of
the heat transfer along the blade surface is analogous to that of
the temperature as can be seen in Figure 6. The shock induced
transition on the suction side can clearly be seen by the spike
in heat transfer. The increase in heat transfer in this region gives
further evidence that transition occurs through this area. Unlike
the suction side, where transition is primarily Mach number
influenced due to the shock wave, the pressure side exhibits an
increased tendency towards transition as the Reynold’s number
iselevated. From 36 % axial chord to the trailing edge, there is an
increase in temperature, which is exceptionally well predicted by
FLUENT, where a local maximum can always be observed in
between two cooling holes and a local minimum in the vicinity
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Temperature Distribution Using the Laminar Model
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initiated as described earlier. As expected, the model thereafter
under predicts the data as it assumes laminar flow and does not
model turbulence, which increases heat transfer to the blade.
The same trend is observed on the suction side, where the
prediction again follows the data accurately up to 44 % axial
chord where transition as a result of the shock wave occurs.
The same under prediction is then observed on the suction side
in the turbulent region.

The Laminar model and the Spalart-Allmaras turbulence
model can now be combined into a single graph, where the
prediction for the laminarregion can be taken from the Laminar
model and the prediction for the turbulent region from the
Spalart-Allmaras turbulence model. Figure 8 shows the result
of combining the turbulence and laminar model in a piece-wise
fashion, at the transition points, which were determined from
the pressure, temperature and heat transfer plots.

Figure 7: Temperature distribution on the MARK I NGV using the Laminar FEM Results

model

of a cooling hole.

On the suction side of the blade, from the stagnation point,
there is a steady decrease in temperature up to the shock wave
at44 % axial chord, which encompasses the entire laminar region
on the suction side. The large positive pressure gradient in this
area caused by the rapidly accelerating fluid due to a decreasing
passage cross-sectional area, as well as the decrease in fluid
temperature, cause the temperature to decrease in the laminar
region.

Both the Spalart-Allmaras and the k-e turbulence models can
accurately predict the temperature distribution on the turbulent
regions of the blade but are unable to predict transition or the
temperature in the laminar region. The failure of the FLUENT
turbulence models to predict the correct temperature was put
down to the fact that Navier-Stokes turbulence models are
formulated for turbulent flows and hence assume turbulent flow
over the entire blade surface.

The temperature results for the simulation using the simple
Laminar model are shown in Figure 7. The model shows excellent
temperature prediction in the laminar region. The stagnation
point temperature is over predicted by a mere 1 %. On the
pressure side, the temperature prediction is exact with the data
in the laminar region up to 18 % axial chord where transition is
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Figure 8: Temperature distribution on the MARK Il NGV resulting from the

combination of the Spalart-Allmaras and Laminar model

The resulting temperature profiles on the MARK II blade sur-
face, as well as the temperature profiles inside the blade on the
cooling hole surfaces were used as the boundary conditions for
the thermal analysis. The blade was modelled in the FEM code
NASTRAN assuming isotropic linear elastic material behaviour.
The thermal stress distribution due to the thermal loading in the
blade is modelled at the mid-span cross section using the plain-
strain condition. The blade material used was ASTM 310 Stain-
less Steel, where the thermal expansion coefficient, Young’s
modulus and thermal conductivity coefficient were modelled as
a function of temperature.

For the thermal analysis the steady state conduction equa-
tion was solved in NASTRAN. The resulting temperature con-
tour plot is shown in Figure 9. The maximum temperature pre-
dicted by NASTRAN was 644 K and was situated at the trailing
edge. The minimum temperature in the blade is predicted in
between the second and third cooling holes, where the tempera-
ture is 412 K. The overall contour plot shows the effect of the
cooling holes, where the temperature can be seen increasing
from the cooling holes to the blade surface.

The corresponding Von-Mises stress profile is shown in
Figure 10. As expected, the maximum stress of 354 MPa in the
blade occurs at the minimum temperature, which is located at the
rim of the second cooling hole. Because of the shock wave on

the suction side, the heat transfer to the blade after the shock
wave increases greatly, as is evident from the temperature plot
in Figure 8, where the temperature spikes as a result. The
temperature gradients are therefore more severe towards the
suction side of the blade and hence result in higher thermal
stresses.

Conclusion

By combining the turbulent and laminar flow models, it was
discovered, that an excellent correlation to experimental data
exists along the entire circumference of the blade. On the
pressure side of the blade it is vital to determine where transi-
tionisinitiated in order to base the laminar/turbulent boundary.
As the pressure and suction surface transition points appear
to correspond in this case, the piecewise addition of tempera-
ture distributions only appears justified (as indicated by the
results). Future work will involve extracting heat transfer
coefficient distributions of laminar and turbulent solutions,
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Figure 9: Contours of temperature from the thermal  Figure 10: Contours of Von-Mises stresses from
analysis the thermal analysis

and investigating methods of predicting transition for stability-
dominated blades. The authors believe that by involving this
promising technique this approach can be applied to any blade
configuration. The excellent temperature prediction is vital to
achieving correct thermal stress predictions. The entire analysis
also showed that a coupled simulation for the fluid flow along
the blade profile, the heat transfer in and through the blade wall,
and the determination of the corresponding stresses must be
performed in order to comprehensively evaluate and understand
turbine blade operation.
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