How not to do research
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Scientific research is often portrayed as a rather mechanical routine consisting of amassing facts and inducing theories to account for them. The reality is quite different, and we really do not understand how it is done. If we cannot say how to do research, the next best thing is to say how not to do it. It would certainly be presumptuous of me to pretend that I know how to do research.

Everyone who wants to undertake research is faced with the problem of how to get started. To overcome this, beginners are assigned a supervisor, who suggests a problem to tackle and how it might be tackled. This is fine for a start, but research is original work, and one cannot do original work just by doing what the supervisor tells you to do. Sooner or later you have to break free and be original, and the wise supervisor will do what he can to help. It is not easy to teach people how to be original.

If you are doing experimental work, there are numerous measurements that you could make. Which of them will give us new knowledge of nature? Existing theories may be a guide, but how do we know which is the best to use? We may have heard about the ‘scientific method’ and look for books telling us about it. There we read that the scientist first of all discovers facts, and then by a process called induction makes a hypothesis to try to account for them. From this hypothesis it is possible to deduce an infinite number of facts, including those we have already discovered. If these deduced facts do not agree with the observed facts, we modify the hypothesis or perhaps try another. If they do agree, the hypothesis is provisionally confirmed. We then look at some of the other facts deduced from the hypothesis and measure them. If they do not agree, we modify our hypothesis. If they do, we continue as before. It is always the mark of a good hypothesis that it agrees not only with the original facts but agrees with all the others as well. Why do we say that it is not only correct but also good? Why do we say that an hypothesis is a good one? How do we know when an hypothesis is correct? How do we know when we have found the truth? How do we know whether we have found a true hypothesis? How do we know whether it is trivial or important?

A great difficulty is that of deciding what to observe and measure. Most facts are useless for scientific purposes; how do we know which will be useful? We may say that if we are interested in a particular phenomenon, such as light, for example, we start by measuring everything we can about light. This again is easier said than done. We may not know even the existence of some aspect of light and so we cannot begin to measure it. Research is pushing into the unknown and so, by definition, there are no maps to guide us. We may stumble on something new, but how do we know whether it is trivial or important?

Another way of doing science is due to Descartes. He was a great mathematician and emphasized that the world can be described mathematically. His method was to start with clear ideas that are self-evident and deduce everything from those ideas. He developed a theory of motion from such principles but never tested it to see if it was true. As it happened, his clear ideas were false, and so his conclusions about motion were all wrong.

The empiricism of Bacon and the rationalism of Descartes were thus both inadequate as accounts of the scientific method. Eventually, they were unified by Newton to give the essentials of the method that we all use today.

You might also ask yourself why you are never taught anything about the scientific method when you start to do research. At first sight this seems rather strange. If you propose to drive a car, you are carefully instructed for some months and then have to take a test. Why is there no similar preparation for the much more difficult task of doing scientific research? The reason is that it is not possible to learn just by reading instructions. In this respect it is just like learning how to drive a car; the only way is by doing it with the help of an instructor. Similarly, the only way to learn how to do research is to start doing it, under the guidance of someone who already knows.

Part of the trouble is that most of the accounts of the ‘scientific method’ are written by philosophers who have never been in a messy laboratory and tried for months to get a recalcitrant piece of apparatus to work. Have they ever struggled to find an explanation for some curious set of data that can be expressed mathematically? As Duhem once remarked, when infuriated by some philosophers who pontificated glibly about the scientific method: ‘If you want to say something about science, first spend ten or fifteen years trying to find out about the natural world without any thought of philosophical applications’. So before you read a book about scientific method, ask how many papers the author has published in Physical Review or some similar journal. Rutherford had nothing but scorn for philosophers. He once remarked to the philosopher Samuel Alexander: ‘When you come to think of it, Alexander, all that you have said and all that you have written during the last thirty years—what does it amount to? Hot air! Hot air!’ This was not quite fair, and his disdain for philosophy was to cost him dearly later on.

The difficulty of understanding research is that it is impossible to do it just by reading articles in journals reporting the results of research. Anyone with actual experience of research knows that it is a chaotic medley of false starts, ideas that turn out to be wrong, apparatus that never works, calculations that become impossibly complicated ... We blunder from one failure to the next but maybe...
sometimes light appears, fades and then becomes stronger until we realize that we have found out something new about the world. We sort out our ideas and gradually see that there is a path leading easily to our discovery. Then we write up the paper describing that smooth path, making it seem so easy and logical. We write it up as we would have liked it to happen, not how it actually happened, and we may even ourselves forget the tangled path we actually travelled. No editor would want to publish a truthful account of what actually happened; it would be far too long and no one would want to read it. The same may be said even more strongly for all the attempts at research that never achieved anything and were soon forgotten. Most of us have stacks of unpublishable would-be papers.

The accounts of science in textbooks are even further from what actually happened. Not only are the details omitted, but history is often re-written so as to lead the student as easily as possible to an understanding of the basic principles. The diagrams of the experimental apparatus are simplified and the reasoning re-written as a clear logical path from experiments to the final theory.

This has pedagogical advantages but is profoundly misleading as an account of how we actually reach a new truth. What actually happens is that many indications gradually accumulate, but each of them is inconclusive on its own. An example is provided by the gradual way scientists became convinced that matter is composed of atoms. The idea started with the ancient Greeks but they could not prove it to be true. It made sense of the regular structure of crystals, and the discovery by chemists that substances combine in definite proportions. At the end of the nineteenth century, the reality of atoms was still disputed by continental physicists. It was only gradually, mainly through the advances in nuclear physics, that the reality of atoms was generally accepted. Years later, the very experienced physicist Dayton Miller repeated the Michelson-Morley experiment and obtained a small but definite effect. Once again, this result was not believed because it disagreed with a theory, but this time it was a different theory.

Scientific research is not a mechanical routine; it is more like a craft that can only be learned by being apprenticed to a master. Crease and Mann, when they were writing their book on science, thought that it would be instructive to repeat Rutherford’s famous experiment that showed the existence of the nucleus. So they asked Samuel Devons, who specialized in repeating historic experiments with the materials available to the pioneers, to show them how to do it. He simply laughed at their request, and told them that, though it was simple in principle, it was virtually impossible for two reasons. First of all, Rutherford used a radioactive source so strong that it would now be forbidden by the safety regulations. More subtly, he said that it was like asking a violin-maker to show them how to make a Stradivarius. Research is not just a matter of following instructions, it requires a mastery of numerous details of technique impossible to specify:

- Craft is a knowledge you have in your fingertips, little tricks you learn from doing things, and they don’t work and you do them again. You have little setbacks and you think, how can I overcome them? And then you find a way. When you’re pushing your equipment to the limits it’s very easy to get spurious results; you’ve got to push and you’ve got to push and you’ve got to push until you find something.

There were other groups trying to do the same thing as Rutherford at the same time, but they failed and no one ever heard of them. Rutherford could do it, and managed to pass his knowledge to many of his colleagues.

Millikan was one of many scientists trying to measure the charge on the electron. Other scientists got a range of values, and some even thought that it was a continuous variable. Millikan emphasized in his paper that all his measurements were made on single electrons and gave the
same value, within the limits of experimental uncertainties. Examining his notebooks, it was found that he marked some examples: ‘Beauty – publish’, while others giving different results were discarded with the remark: ‘Not an oil drop’. This was initially thought to be rather sharp practice, but properly understood it shows his genius as an experimentalist. The discordant results were indeed probably due to some other cause, such as dust.

Another remarkable experimentalist was J.J. Thomson. He was very clumsy and so his assistants had to keep him well away from his apparatus. He would make a brief sketch of what he wanted, and his assistants would set to work and make it.

When all was ready, he was allowed to switch it on. Usually it did not work, like most experimental apparatus. Then J.J. would sit and think about it and tell the assistants what needed to be done. He was removed until the work was finished and then the apparatus would usually work. He even managed to get the apparatus of other scientists working in the same way. He was a master of the experimental craft.

How did they manage to do such things? The answer to this question lies at the heart of the problem of how to do research. Somehow these scientists were able to see through the various experimental data to the underlying reality. For them, the measurements, the pointer readings are windows to the real. Knowing the reality, they were able to find new roads to show new aspects and with greater clarity. Indeed it often seemed as though the scientists were able to interpret the photograph of a jumble of tracks as the interactions of particular elementary particles. However, these skills can be learned, whereas we do not know how the scientist is able to acquire the ability to see through appearances to the reality beneath.

The ability to do research often depends on being able to separate the fruitful ideas from a vast mass of rubbish. Rutherford continually received reports of research from all over the world. Most of them he discarded, but when he saw something significant, he followed it up in every way possible.

Many scientists with heroic patience have devoted their lives to long series of measurements, and often the results are extremely useful. Thus Tycho Brahe spent about thirty years measuring the motions of the planets, and this provided the essential data for Kepler’s epic breakthrough. Kepler spent about twenty years trying to determine the orbit of Mars, which, like everyone else, following Aristotle, he believed was a circle. He could fit it approximately but not to the accuracy of Brahe’s measurements. He could have fudged it, but took the bold step of trying an ellipse. This fitted perfectly, within the accuracy of the measurements, and thus broke the stranglehold of Aristotle that had for so long prevented the development of physics. It is interesting to note that the accuracy of Brahe’s measurements was just right for this discovery: if they had been less accurate, it would not have been possible to distinguish an ellipse from a circle, but if they had been more accurate an ellipse would not have fitted because of the perturbations due to the other planets. If Kepler had not done this work, it would probably never have been done, and who can say how modern physics would have arisen.

When engaged on routine measurements, it is essential to keep one’s eyes open for the unexpected. This difficulty is that discrepant results happen quite often, and if one followed them all up there would be no time for anything else. Once again, this depends on the ability of the scientist. There are many examples of missed discoveries. The French astronomer Lalande measured the positions of thousands of stars. On 8 May 1795, he measured the position of a star and, when he checked it two days later, he found a different result. Some errors are bound to occur when one is making so many measurements, so he crossed out one of them. If he had followed this up, he would have realized that he had found a new planet, which was discovered in 1846 and called Neptune. Frederick Jervis-Smith was studying discharges of electricity through gases and noticed that photographic plates near the Crookes tube became fogged, so he told his assistant to store them further away. If he had followed up this observation, he would have discovered X-rays long before Roentgen. Hughes found that signals from a spark transmitter could be detected 500 yards away using a microphone, and claimed that they were electric waves in the air. This was dismissed by some eminent scientists, so he did not publish it until 1899. He had discovered radio waves seven years before Hertz. As Heraclitus remarked, ‘if you do not expect the unexpected, you will not find truth’.

It is very difficult to know when to publish a new result. To be the first is essential, yet it is also important to be right. The line between glory and disgrace is a narrow one.

When making experiments or calculations to high precision, many small corrections have to be made. It is instructive to plot the measured values of the fundamental constants such as the charge on the electron or the velocity of light as a function of time. Quite often these show not only a steady convergence to more accurate values, but sudden jumps to new values outside the quoted experimental uncertainties of the previous determinations. The experimenters wanted their value to be consistent with previous work, but of course more accurate. As a result, they stopped making corrections when this was so. Eventually, some even more accurate measurements converged to a rather different value. These jumps
occur when a scientist has the courage to publish a different result, and this is confirmed by subsequent measurements. Two examples of this phenomenon, one for the velocity of light and the other for the parameter that measures the violation of charge conjugation and parity in interactions of elementary particles, are given by Jeng. This is called the bandwagon effect.

Jeng also gives several other examples of the effects of observer bias in physics research. Frequently what people see is strongly affected by what they expect to see, based on previous studies. Thus the early observations of the planet Saturn followed Galileo’s sketches showing a large moon on either side, even though their telescopes were well able to show the rings. In his studies of optics, Newton used a prism that could easily show spectral lines, but he never reported them. It is strange that there are no European records of the supernova of 1054, although it was visible in daylight for several weeks and was observed in Japan and China. It is suggested that Europeans failed to see it because Aristotle said that there are no changes in the celestial realm. A remarkable example of seeing phenomena that are not there is provided by reports of N-rays in the early 1900s. About 300 papers on N-rays were published in France before it was finally concluded that they do not exist.

One of my research colleagues was scanning sensitive photographic emulsion using a high-power microscope and looking for events corresponding to the collision between a cosmic-ray particle and a nucleus in the emulsion. He noticed that there was quite often another event in the vicinity of the first. This was exciting because, if true, it implied that a particle with a high interaction cross-section was emitted from the first event and caused the second. No such particle was known, so had he discovered a new uncharged particle hitherto unknown to science?

To investigate this possibility, he examined many examples of pairs of events, and compared the number observed with that expected if the events were randomly spread over the emulsion. He did this as a function of the distance between the events, and this confirmed his earlier impression that there were far more closely associated events at small distances than would be expected by chance.

There seemed to be no explanation of this effect, and no means of investigating it further. At this point someone suggested that perhaps the emulsion in the vicinity of an event was searched more carefully than other parts of the emulsion. During normal searching, one moves the microscope continually across the emulsion, and only stops when one finds an event. When the microscope is stationary, it is more likely that one will see another event nearby. This was confirmed by careful re-examination, and so the effect was shown to be entirely spurious.

There are many examples of experimental measurements which give results that appear to be in excellent agreement with the theoretical predictions but which fail to be confirmed by more careful examination of the data. Thus Nichols and Hull measured the pressure due to light and found a value agreeing with Maxwell’s theory to within 1%. A careful re-examination of their data produced a value 10% away from that calculated. Newton calculated the speed of sound in air and found a value agreeing with experiment to 0.1%. However, he assumed that the air is compressed isothermally instead of adiabatically, as is the case, and so should have found a value 15% too low. He managed to obtain the correct result by making a number of questionable corrections.

A similar problem is often encountered by a theoretician. In the course of his calculations he has to make a number of corrections to the principal result. For example, he may be calculating the orbit of a planet, so he begins by considering just the two-body system of the Sun and the planet. Then he has to make a series of corrections to take account of the presence of the other planets, the asteroids and so on. When does he stop? In this case the answer is relatively clear: when he finds that the effects of the smaller bodies are smaller than the accuracy he wishes to achieve. Many other cases are not so easy. I recall a distinguished physicist giving a lecture in which very many small correction terms were carefully calculated. After the lecture, someone asked him how he knew when to stop and received the reply: ‘That’s easy, I stop when the answer agrees with experiment!’

Theoreticians are often right, but not always, especially when they say that something cannot be done. They said that cyclotrons would not work above about 10 MeV because of relativistic effects; the experimentalists thereupon built the synchrocyclotron that went up to several hundred MeV. Pauli told Stueckelberg that his ideas about a massive particle to mediate the nuclear force were wrong, so he did not publish them. Afterwards, Yukawa independently got the same idea and published his theory of the pion. Later he reflected that the answer almost jumps at you, ‘but my brain did not work so quickly. I had to take a wrong path first, before I could arrive at my destination. Those who explore the unknown world are like travellers without a map: the map is a result of the exploration. The position of their destination is not known to them, and the direct path that leads to it is not yet made.’

Bohr, saturated by the absurd Copenhagen interpretation of quantum mechanics, told Rutherford that he was wasting his time trying to find the structure of the nucleus, as it was just a structureless soup. Rutherford lacked the philosophical knowledge to refute him and gave up the search. Bohr similarly told Yamanouchi that his ideas on the nuclear shell model were wrong for the same reason; he did not publish and the credit went to Meyer and Jensen. Pauli criticized de Broglie’s deterministic theory of quantum phenomena so severely that he abandoned it. This allowed the Copenhagen interpretation to be accepted, to the lasting confusion of physicists. Later on, Bell showed how Pauli’s criticism could be answered.

One very fruitful way of carrying out theoretical research is to find some idea that everyone believes to be true, and then to show that it is wrong. Kepler did this for Aristotle’s belief that the planets move in circles. Lee and Yang did this for the belief that parity is conserved. Another method is to find some beautiful equations and then see what phenomena they describe. Dirac did this most successfully. Einstein thought how God must have made the world. Such advice to would-be scientists is theoretically excellent, but in practice useless for ordinary mortals.

So, now we have discussed how not to do research, what we really want to know is how to do research. We have seen some of the things that must be avoided, and who we can trust to tell us. But how to see through appearances to reality cannot be taught. Some manage to achieve it, but even they cannot tell us how they did it. So the answer to our question how to do research is simply this: nobody knows. I gratefully acknowledge the hospitality of the Department of Physics of Stellenbosch University and the continuing support of the Oppenheimer Foundation.
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