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The publication of academic research is important for its contribution to the body of knowledge. A periodic analysis of journal content leads to the identification of research practices; while it also identifies the challenges that researchers face. The South African Journal of Economic and Management Sciences (SAJEMS) is considered to be one of the leading publications in the field of economic and managerial research in South Africa. The SAJEMS was selected as the unit of analysis; and a content analysis was conducted on 257 articles published during the seven-year period 2004 - 2010. The main purpose of this study was to investigate the input and output factors relating to published articles, including questions on authors and article content, such as the various methodological approaches. The findings revealed that there has been a decrease in co-authored articles during the period 2005 - 2008. Although the contribution by practitioners increased significantly in 2005 and 2008, the majority of the articles are still authored predominantly by academics. It is promising to see that international authors were involved in nearly 20 per cent of the articles contributed. When it came to the methodological approaches, the articles employed largely non-probability sampling designs. Furthermore, almost two-thirds of the articles published in SAJEMS were based on quantitative research designs. This content analysis reveals the current research practices published in the SAJEMS. It provides food for thought for academics.
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1 Introduction

Academic researchers regularly receive the most recent issues of various scholarly journals reporting on the latest academic research. However, rarely do research articles in such journals reflect on the research practices used by the other researchers who publish in them (Holbert, 1997). Holsapple, Johnson, Manakyan and Tanner (1993) argued that it is important to take stock periodically of the channels, such as journals, available for communicating scholarly discourse and research. Assessing the development, dissemination and use of knowledge in a field of study by examining its publication outlets at intervals provides consumers of the research, such as editors, academics and researchers, with a view of where the discipline has been and where it might be going (Bush & Grant, 1994).

Taking stock of the content of journals has several benefits. First, it acts as a guide for potential authors regarding changes in content and methodology that might help direct future publications. Secondly, such reviews could reveal new opportunities for the journal, and could possibly identify areas relevant for special editions (Phelan, Ferreira & Salvador, 2002). Additionally, it may help to reveal trends in the literature, identify gaps, assist journal editors in developing agendas for guiding future research efforts, and ultimately lead to publishing opportunities (Bush & Grant, 1994).

The publication of academic research contributes to the body of knowledge, as it reveals insights that have been formulated and contextualised scientifically. When evaluating the contribution of academic research to the body of knowledge, one should examine the inputs and outputs of the published research (Bush & Grant, 1994:59).
Several previous studies have explored and analysed academic journals, predominantly in terms of their authorship, the institutions represented, the methodology followed and the topics covered (Albaum & Peterson, 1984:161-173; Yale & Gilly, 1988:12-22; Kolbe & Burnett, 1991:243-249; Hetzel, 2000; West, 2007:543-554). Other studies have analysed the outputs of academic research by focusing mainly on the content of an article, its length, the various research approaches and the theory-building trends (Inkpen & Beamish, 1994; West, 2007; Beaty, Nkomo, & Kriek, 2009).


In both South African studies, the investigations were broad, and only a few variables across several journals were analysed.

To date, no journal-specific investigation has been conducted into the state of the academic research published in the South African Journal of Economic and Management Sciences (SAJEMS). According to Botha et al. (2011:90), the SAJEMS is considered to be a prominent publication in interdisciplinary research in the field of economic and managerial research in South Africa and Africa. It is also one of the few accredited managerial journals in South Africa. Its status is confirmed by the fact that the SAJEMS is a refereed scientific journal, which is accredited by both Thomson Reuters in their Social Sciences Citation Index, and the South African Department of Education. The SAJEMS is also indexed and abstracted in EconLit (the electronic database of the Journal of Economic Literature).

The main purpose of this study is, therefore, to conduct a content analysis of the articles which appeared in the SAJEMS from 2004 to 2010, with the aim of viewing the inputs and outputs of the published research in SAJEMS. If economic and management research is to progress, it is important for researchers to assess the methods they employ (Scandura & Williams, 2000). This investigation aims to identify practices and possible challenges faced by the economic and management field and the journal per se.

2

The literature review

2.1 The South African research environment

A number of factors shape and affect the research environment in South Africa. The main characteristic of this environment is the increasing pressure under which academics find themselves to publish in peer-reviewed and/or accredited journals. The two institutions driving this process are the Department of Higher Education and Training (DHET) and the National Research Foundation (NRF).

In 2003, the DHET announced that Universities would qualify for subsidies for research output only if the publication in which an article appeared featured in the indices of the Institute of Scientific Research, or in the index of the International Bibliography of Social Sciences. Should the journal not be listed in any of the above, there is a special DHET-approved list of South African journals (updated annually) that are also eligible (Academy of Science of South Africa, 2010). South African academics are thus expected to publish in the listed journals in order to be recognised for their research output, but more importantly to receive DHET subsidisation for their respective institutions.

Another driver in terms of research is the NRF, which encourages researchers to obtain a rating via its Researcher Evaluation and Rating (RE & R) initiative. This promotes and safe-
guards research excellence, as well as ensuring that top researchers are easily identifiable. The ratings are conducted by researchers’ peers, while the NRF manages the rating process. According to the rating system, researchers are evaluated and benchmarked based on the quality and impact of their previously-published academic research (Pouris, 2007:439). The focus of the rating system is international, the objective being to define the standing of researchers in the international arena (Vaughen, 2008). Researchers are allocated a rating (ranging from A to C), whereby an A-rating denotes researchers who are considered world leaders in their research field (MacGregor, 2008).

The process requires a researcher’s outputs to be evaluated every five years by at least six expert referees, many of them from international institutions (Vaughen, 2008). Further, a researcher’s rating affects his or her level of financial funding, as five-year grants, for example, are available only to rated researchers (Krige, 2007:57). Accordingly, there is a great deal of pressure on academics to obtain NRF ratings.

Both the DHET and NRF place emphasis on the publications in peer-reviewed journals, so it is important for researchers to understand how these publications work and what type of research they publish.

2.2 Previous research into the state of journals

An examination of the existing literature has shown that studies examining the content of academic journals typically focus on one or two (and sometimes both) of the following areas: factors that can be characterised as inputs, and those that can be categorised as outputs. Input factors concern mainly the authors of the articles published and include variables like the number of authors and the author affiliation. Output factors, on the other hand, concern mainly the articles presented for publication, and include variables like the length of articles and the methodologies employed in the study.

2.2.1 Input factors: Authorship

2.2.1.1 Number of authors

Both authors and institutions represent the inputs of journal articles. There has been a noticeable trend for articles to be published by two or more authors, showing a decrease in single authorship. Previous research shows that the single-authored article is in decline. Smart and Bayer (1986:297), Inkpen and Beamish (1994:707) and West (2007:547) have all found an increase in co-authored articles, especially those by two or three authors.

A possible explanation for this phenomenon is ‘knowledge sophistication’, which suggests an increase in interdisciplinary topics, and advances in statistical techniques and analytical software, which are conducive to the involvement of more expertise (Manton & English, 2007:166). This knowledge sophistication consequently requires more expertise than a single author may possess, which explains the increased need for co-authorship.

2.2.1.2 Affiliation of article author(s)

Author affiliation is another area that has received extensive coverage in studies examining the content of scientific journals. Recent studies have pointed to the blurring of international borders owing to the advent of the digital age, which has resulted in an increasingly cosmopolitan body of authors in several academic publications. Chan, Karolyi and Rhee (2002), Othchere (2003) and West (2007) all found a significant contribution by foreign authors when they examined the contributor base of the Pacific Basin Finance Journal, Finance and Accounting, and the International Journal of Advertising.

Another common theme identified by previous studies was the noticeable prevalence of authors affiliated with a journal’s home institution. Gallagher (2006:149), for example, found that the institution with the most articles published in the Australian Management Journal was the Australian Graduate School of Management, the home institution of the journal. This belonged to the University of New South Wales, which ranked second. The trend was supported by findings from a study by Othchere (2003:220) showing that there was a strong correlation between the editor’s home institution and the institutions that published the specific journal.

Another issue associated with author affiliation relates to academics as opposed to practitioners as authors, with international
research reporting a divide between the two groups (Tapp, 2004; Brennan, 2004). Research by Hetzel (2000:702) revealed that only 11 per cent of French academics who publish spend any time working in industry. A few years later, Otchere (2003:219) determined that only 4 per cent of articles published in *Accounting and Finance* had non-academic participation. West (2007:548) confirmed this notion when he revealed that the majority of authors in a specific journal were academics, with only 2 per cent of articles for the years 2002 to 2006 being written by practitioners.

According to Inkpen and Beamish (1994:703) and Malhotra (1996:53), an investigation of authorship is important, as the author determines the topic, the methodology, the research objectives and the target population. This has served as the motivation to investigate the authorial practices in articles published in the *SAJEMS*.

### 2.2.2 Outputs: Article contents

#### 2.2.2.1 Research methodologies used by authors

One of the most popular platforms for examining the contents of an academic article is the research method followed. Empirical research refers to observation and propositions based on observation and/or derived from “such experience methods as inductive logic, including mathematics and statistics” (Cooper & Schindler, 2008:71). A general observation is that empirical methods are popular in the management sciences, with surveys being the most widely used. Bush and Grant (1994:62) reported that using surveys represented almost half of the total number of methods employed.

In a study examining the articles published in six publications, the *Journal of Advertising*, the *Journal of Advertising Research*, the *Journal of Marketing*, the *Journal of Marketing Research, Current Issues and Research in Advertising*, and the *Journal of Consumer Research*, it was found that 70 per cent of the published studies could be described as being empirical in nature (Yale & Gilly, 1988:17). A total of 70 per cent of the articles published in the *International Journal of Advertising* for the period 1992 - 2006 also used empirical methods (West, 2007:549).

This is the same percentage as that found by Yale and Gilly (1988), which suggests that not much has changed in this regard.

A study examining research trends in the *Academy Management Journal, Administrative Science Quarterly* and the *Journal of Management* found that there has been a decrease in the number of literature review/pure conceptual studies. The same study found that survey research accounted for just 3.6 per cent of all published studies (Scandura & Williams, 2000:1256). In 2006, Svensson (2006:1161) reported that 120 of the 150 articles published in the *European Journal of Marketing* during the period 2000 - 2004 used quantitative research methods. Following Svensson’s study, Nilsson, Flores, Berkel, Schale, Linnemeyer and Summer (2007:606) confirmed that the majority of articles (79.8 per cent) used quantitative research methods.

In the same year, Hanson and Grimmer (2007:63-64) investigated 1195 academic journal articles for the period 1993 - 2002; and they also concluded that only 6.5 per cent of the articles included qualitative research methods, thereby confirming the extensive use of quantitative research methods.

#### 2.2.2.2 Sampling designs

Albaum and Peterson (1984:167) identified non-probability sampling as the main choice of sample design in the *Journal of International Business Studies*. Poon and Rowley (2007) also found that non-probability sampling was used in the majority of instances, together with convenience and judgemental sampling.

The findings by West (2007) indicated that professionals were the group most commonly sampled in studies published in the *International Journal of Advertising*. These findings were in line with those by Scandura and Williams (2000), who showed that managers and professionals (23.3 per cent) were the most frequently-used sample units, followed by mixed studies (11.9 per cent) and students (10.7 per cent). Chia-Ping (2003) found that only 13 per cent of the articles in three management and information journals did not describe the sample frame, and that the majority of sample frames referred to geographic locations or commercial lists.
2.2.2.3 Statistical methods

Gupta, Verma and Victorino (2006:436-437) reviewed 150 articles published in the Production and Management Journal from 1992 - 2005; and they found that authors used a wide range of multivariate analysis techniques. These included techniques like discriminate analysis, factor analysis, MANOVA and time-series analysis. They also found that several authors used analytical approaches, such as mathematical modelling and simulation. The authors further observed that the majority of articles used more than one statistical technique.

Articles that made use of survey research used mainly descriptive statistics, correlations, regressions, ANOVA and simulations. Finally, Gupta et al. (2006) reported that descriptive analysis approaches were used more frequently than advanced multivariate statistical techniques. It is evident that output variables, such as research methods, sampling designs and statistical methods, have been investigated in international journal reviews. Such journal-specific reviews are, however, lacking in South Africa.

3 Research objectives

The literature discussion above makes it clear that although periodic reviews of journals are undertaken internationally there is a lack of journal-specific reviews in South Africa. There has been no journal-specific evaluation or review of the research published in the SAJEMS; and this study aims to provide insight into the state of South African academic economic and management research by analysing and reporting on the content of this journal from the year 2004 - 2010. The content analysis of the inputs and outputs of the SAJEMS for the seven-year period included 257 articles in total. This time frame was selected on the basis of its being recent, and because of the time and resources available to the researchers.

As an interdisciplinary publication, the SAJEMS addresses a wide variety of topics, with a focus on consumers, firms and/or regulators. The objective of the study was to investigate various input variables (such as number and affiliation of authors) and output variables (aspects discussed in article contents, such as research methodology, sampling designs and statistical methods). Additionally, the following research questions were formulated:

- What are the practices in terms of single and multiple authorship over the seven-year period?
- Are some sampling designs preferred by certain disciplines?
- Are some sample units preferred by certain disciplines?
- Are some statistical analyses preferred by certain disciplines?

4 Methodology

Studies of scholarly literature can be categorised into six dimensions: publishing productivity; comprehensive reviews; meta-analyses; specific journal investigations; methodological investigations; and citation analyses (West, 2007). This study can be categorised as a specific journal investigation, which includes aspects of methodological investigation. Hutchinson and Lovell (2004:386) suggest that methodological approaches tend to be stable over a five-year period. Regarding sampling, a census method applies in this study, and all the articles (257) which appeared in the SAJEMS for the period 2004 - 2010 were included in the sample.

4.1 Reliability of the study

Inter-coder reliability is generally considered the defining element for measuring the quality of a review or content analysis (Kolbe & Burnett, 1991:244). The data for the study were coded by the main researcher and one independent coder. Coder training was provided for the independent coder, using a codebook that gave clear descriptions of all the coding variables to be analysed. Since Krippendorff’s alpha measures inter-coder agreement is considered “the most general agreement measure with appropriate reliability interpretations” (Krippendorff, 2004: 221), it was used as the measure of inter-coder reliability for the current study. A review of the various opinions concludes that reliability scores of 0.80 or higher are considered acceptable (Neuendorf, 2002:143), although
Krippendorff (2004:241) maintains that variables with reliabilities of between 0.67 and 0.80 can also be considered for drawing provisional conclusions. The reliability values for the study are reported in Table 1.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of authors</td>
<td>0.97</td>
</tr>
<tr>
<td>Author institution</td>
<td>0.92</td>
</tr>
<tr>
<td>Author occupation</td>
<td>0.80</td>
</tr>
<tr>
<td>Sample unit</td>
<td>0.77</td>
</tr>
<tr>
<td>Sample type</td>
<td>0.74</td>
</tr>
<tr>
<td>Data-collection method/instrument</td>
<td>0.71</td>
</tr>
<tr>
<td>Sampling design</td>
<td>0.69</td>
</tr>
<tr>
<td>Discipline</td>
<td>0.67</td>
</tr>
<tr>
<td>Statistical techniques</td>
<td>0.63</td>
</tr>
</tbody>
</table>

Table 1 shows clearly that all the variables, except for one (statistical techniques), were above the 0.67 cut-off point, as suggested earlier. The wide variety of statistical techniques used in research may explain the lower reliability results. To address the low reliability scores, the researchers and the coder discussed the disagreements and recoded the data. This process was conducted for all the other variables; and all the corrected values were used in the final data set according to which the findings are reported.

4.2 Measurement and data analysis

Previous studies indicate that content analysis is the most commonly-used method for journal analyses. Content analysis is an unobtrusive, observational research method that evaluates the content of publications by identifying and categorising certain characteristics of messages in written or spoken material (Kolbe & Burnett, 1991:244; Donohue, 2007:252-253). Content analysis can have as its aim the quantification of data, or it can have a more interpretive (qualitative) aim, depending on the research question and the existing knowledge of the topic (Donohue, 2007:252-253). This study will focus on interpretation and induction; the approach used to analyse the content will be an editing approach.

The disadvantages of using content analysis should not be ignored. Coding sheets produce standardised information; this reflects the reductive nature of content analysis when extracting information from complex texts (Bryman & Bell, 2007:321; Colorado State University, 2009). The focus is on the measurable items, rather than on the true theoretical importance of each article; for this reason, the context in which the articles were written is not addressed.

A codebook was developed from the guidelines provided in previous studies (Baker, 2008; Hutchinson & Lovell, 2004). The data collection employed a coding sheet, which was used to capture the information relating to the inputs and outputs of the 257 SAJEMS articles. The coding sheet was pre-tested with a convenience sample of 10 articles, and the necessary alterations were made. The following variables were used in the final coding sheet for the study: (1) The number of authors; (2) author occupation; (3) institutional representation; (4) disciplines represented; (5) sample unit; (6) sampling design; (7) data-collection methodology applied; and (8) the statistical analytical techniques used.

5 Results

5.1 Input findings: authorship

5.1.1 Academic versus practitioner participation

The study showed that academic authors who are linked to an institution accounted for 86.7 per cent of those publishing in the SAJEMS
during the period under review. A further 9 per cent of the studies were collaborative efforts between academics and practitioners. There were only eleven instances (4.3 per cent) where articles were authored solely by practitioners. Contributions by practitioners and collaborations showed a spike in 2005 (21 per cent) and 2008 (31 per cent), but decreased drastically to 6 per cent in 2010.

### 5.1.2 Institutional representation

Table 2 below shows the breakdown of the institutional representation of those authors publishing in the *SAJEMS*.

<table>
<thead>
<tr>
<th>Institution</th>
<th>N</th>
<th>Per cent</th>
</tr>
</thead>
<tbody>
<tr>
<td>University of Pretoria</td>
<td>74</td>
<td>25.7%</td>
</tr>
<tr>
<td>Foreign institutions</td>
<td>45</td>
<td>15.6%</td>
</tr>
<tr>
<td>North-West University</td>
<td>27</td>
<td>9.4%</td>
</tr>
<tr>
<td>University of South Africa</td>
<td>21</td>
<td>7.3%</td>
</tr>
<tr>
<td>University of the Witwatersrand</td>
<td>21</td>
<td>7.3%</td>
</tr>
<tr>
<td>University of Stellenbosch</td>
<td>19</td>
<td>6.6%</td>
</tr>
<tr>
<td>University of KwaZulu-Natal</td>
<td>17</td>
<td>5.9%</td>
</tr>
<tr>
<td>Nelson Mandela Metropolitan University</td>
<td>17</td>
<td>5.9%</td>
</tr>
<tr>
<td>Other South African institutions</td>
<td>14</td>
<td>4.9%</td>
</tr>
<tr>
<td>University of the Free State</td>
<td>13</td>
<td>4.5%</td>
</tr>
<tr>
<td>University of Johannesburg</td>
<td>8</td>
<td>2.7%</td>
</tr>
<tr>
<td>University of Cape Town</td>
<td>3</td>
<td>1.0%</td>
</tr>
<tr>
<td>Central University of Technology Free State</td>
<td>2</td>
<td>0.7%</td>
</tr>
<tr>
<td>University of Zululand</td>
<td>2</td>
<td>0.7%</td>
</tr>
<tr>
<td>University of the Western Cape</td>
<td>1</td>
<td>0.3%</td>
</tr>
<tr>
<td>Damelin College</td>
<td>1</td>
<td>0.3%</td>
</tr>
<tr>
<td>Rhodes University</td>
<td>1</td>
<td>0.3%</td>
</tr>
<tr>
<td>University of Fort Hare</td>
<td>1</td>
<td>0.3%</td>
</tr>
<tr>
<td>Walter Sisulu University</td>
<td>1</td>
<td>0.3%</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>288</strong></td>
<td><strong>100%</strong></td>
</tr>
</tbody>
</table>

*Please note that the total exceeds the number of articles owing to several articles from contributors from different institutions.

The best-represented institution is the University of Pretoria, the editorial home of *SAJEMS*, with 25.7 per cent of the cases contributed by this institution. The next-best represented South African institution is the North-West University (9.4 per cent), followed by the University of South Africa (7.3 per cent) and the University of the Witwatersrand (7.3 per cent). From Table 2, it is evident that the participation of academics from foreign institutions is higher than that of most local institutions. There were 45 instances of foreign participation, accounting for 15.6 per cent of cases, making foreign institutions the second most-published group in the *SAJEMS*.

### 5.1.3 Single versus multiple authorship

The study showed that 67 per cent of the articles published in the *SAJEMS* had more than one author. Of the 257 articles examined, only 85 (33 per cent) were single-authored articles. This brings us to the first research question: What were the practices when it comes to single and multiple authorship over the seven-year period?

Figure 1 below illustrates the number of authors in articles published in the *SAJEMS* in the seven-year period 2004 - 2010.
Single-authored studies accounted for 36 per cent of the articles published in the *SAJEMS* in 2004. This number dropped significantly in 2005, but recovered steadily during the following three years, to pass the 44 per cent mark in 2008. However, the percentage of single-authored articles dropped again to 26 per cent in 2009. Multiple authorship stayed above 60 per cent for the duration of the seven-year period, with the exception of 2008, when it dropped to 56 per cent.

### 5.2 Output findings: article content

#### 5.2.1 Disciplines represented and research design used

Table 3 below shows the disciplinary representation in the *SAJEMS* during the seven-year period under analysis. It shows that the journal has remained true to its focus area, with economics and general business/management being the two best-represented disciplines, accounting for 62 per cent of all articles published. For purposes of clarity, the category of ‘general business/management’ was created to include all business or management-related research that did not belong to any of the other categories. The third best-represented discipline was human resources (9.3 per cent), followed by marketing (7.4 per cent). Disciplines grouped in the ‘other’ category included statistics, information technology (IT) and operations.

<table>
<thead>
<tr>
<th>Discipline</th>
<th>N</th>
<th>Per cent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economics</td>
<td>99</td>
<td>38.5%</td>
</tr>
<tr>
<td>General business (including management)</td>
<td>60</td>
<td>23.3%</td>
</tr>
<tr>
<td>Human resources (including industrial psychology)</td>
<td>24</td>
<td>9.3%</td>
</tr>
<tr>
<td>Marketing (including communication)</td>
<td>19</td>
<td>7.4%</td>
</tr>
<tr>
<td>Finance and accounting</td>
<td>22</td>
<td>8.6%</td>
</tr>
<tr>
<td>Other</td>
<td>33</td>
<td>12.8%</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>257</td>
<td>100%</td>
</tr>
</tbody>
</table>

The analysis of the research designs used showed that 61.5 per cent of the articles published in the *SAJEMS* during the period 2004 - 2010 employed quantitative research designs, while 33.5 per cent was allocated to qualitative research designs. Of all the research
designs, only 5 per cent made use of mixed methods. These results are in line with the findings reported by Nilsson et al. (2007).

5.2.2 Sampling designs used

The findings on sampling indicate that the articles published in the SAJEMS employed predominantly non-probability sampling designs (40 per cent) (refer to Table 4). It should be noted that for almost half (127 articles) of the studies published in the SAJEMS, the use of sampling was not relevant to studies in the fields of economics and statistics, as well as a number of conceptual articles. It is a matter for concern that of those articles that did employ samples, almost a third did not specify their sampling design.

| Table 4 |
|------------------|---------|
| Sampling designs used in the SAJEMS 2004 to 2010 |
| N     | Per cent |
| Probability     | 41      | 31.5%     |
| Non-probability  | 52      | 40.0%     |
| Not specifically mentioned | 37 | 28.5% |
| Total            | 130*    | 100%      |

*Note that articles listing sampling method as ‘not applicable’ are omitted from the table.

It must be noted that almost 24 per cent of the articles in the SAJEMS used a census. The most-used non-probability sampling method was convenience sampling (22.9 per cent), followed by purposive sampling (11.4 per cent). The most popular probability sampling methods were simple random sampling and stratified sampling. The second research question addresses whether some sample designs are preferred by certain disciplines. This will be answered below.

Figure 2 illustrates the preferences concerning sampling design used by the main disciplines represented in the SAJEMS. The field of general business overwhelmingly employs non-probability designs as their sampling approach. Marketing authors demonstrate a more extensive use of probability sampling designs, perhaps because of the importance of having representative studies when dealing with consumer and stakeholder groups. Finally, the great majority of economics articles employing a sample do not contain mention of which sampling design was used for obtaining their sample.

![Figure 2](image-url)
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5.2.3 Data collection instruments

Table 5 below shows the breakdown of articles published in the SAJEMS during the seven-year period under review in terms of data collection. A total of 35 per cent of the articles employed secondary data, such as documents and/or databases, as their main source of data. These collection methods were used mostly by writers in economics, statistics and finance/accounting. The next most-popular source of data was surveys, employed mostly by general business, marketing and human resources. Although the use of surveys showed a decline in 2005 - 2009, it increased again to 48 per cent in 2010.

<table>
<thead>
<tr>
<th>Data collection instrument</th>
<th>N</th>
<th>Per cent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Documents and/or databases</td>
<td>91</td>
<td>35.4%</td>
</tr>
<tr>
<td>Survey</td>
<td>89</td>
<td>34.6%</td>
</tr>
<tr>
<td>Interviews and focus groups</td>
<td>18</td>
<td>7.0%</td>
</tr>
<tr>
<td>Experiment</td>
<td>10</td>
<td>3.9%</td>
</tr>
<tr>
<td>Other</td>
<td>17</td>
<td>6.6%</td>
</tr>
<tr>
<td>Not applicable (mainly conceptual articles)</td>
<td>32</td>
<td>12.5%</td>
</tr>
<tr>
<td>Total</td>
<td>257</td>
<td>100%</td>
</tr>
</tbody>
</table>

5.2.4 Sample units

At this point, it may be relevant to clarify how sample units were coded. Sample units included only those cases where primary data were collected by using a sampling technique. All the cases that used secondary sources for their data analysis, such as documents and databases, were coded as ‘other’ units. The aim was thus to determine which target groups are sourced when researchers are directly involved in collecting the primary data. A total of 141 articles of the 257 (54.9 per cent) published in the SAJEMS during the period under review focused on a sample unit. Of these, 52 per cent examined professionals, while 16 per cent included adult consumers. Another 24 per cent made use of ‘other’ units that consisted mainly of documents and/or databases.

Students were the unit of investigation in only 10 of the articles (7 per cent), while children were included in only one article. This raises the question of whether some sample units are preferred by certain disciplines when collecting the primary data. This forms the third research question.

Figure 3 below displays the disciplinary preferences concerning the sample units employed in studies published in the SAJEMS during the period under review. It shows that all the disciplines (with the exception of the marketing field) prefer to focus on professionals. Marketing studies seemed to focus more on adults, while human resources was the only discipline that used children as a sample unit (only in one study). Economics used mainly secondary sources as input to test or verify economic models or mathematical formulas; and these were thus mostly classified as ‘other’ sample units, excluding the subjects of analysis of their secondary sources. If future studies investigate subjects of analysis in the economics field, it may be worthwhile analysing the type of analysis units (for example, households).

5.2.5 Statistical analyses conducted

Table 6 below shows the most commonly-used statistical analyses in articles published in the SAJEMS. Each statistical technique used was coded into one of six main categories, as identified by Diamantopoulos and Schlegelmilch (2000). The categories included: (1) descriptive statistics, such as means and frequencies; (2) comparison of groups (independent measures), such as chi-square, t-test and ANOVA; (3) measures of association, such as Spearman or Pearson correlations; (4) multivariate analysis (dependent), such as MANOVA, regression analysis and discriminant analysis; (5) multivariate analysis (interdependent), such as factor analysis and cluster analysis; and (6) other (any technique not belonging to any of
Almost 37 per cent of the articles employed descriptive statistics; while 22 per cent of the articles used ‘other’ methods, which consisted mainly of economic/financial formulas. Only two articles in the ‘other’ category employed structural equation modelling. The third most-reported method was measures of association that investigate correlations. The least-used method was interdependent multivariate analysis, such as factor analysis.

Table 6
Statistical analyses reported in the SAJEMS 2004 to 2010

<table>
<thead>
<tr>
<th>Statistical analysis</th>
<th>N</th>
<th>Per cent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Descriptive statistics</td>
<td>111</td>
<td>36.6%</td>
</tr>
<tr>
<td>Other</td>
<td>67</td>
<td>22.1%</td>
</tr>
<tr>
<td>Measures of association</td>
<td>39</td>
<td>12.9%</td>
</tr>
<tr>
<td>Independent measure: comparing groups</td>
<td>33</td>
<td>10.9%</td>
</tr>
<tr>
<td>Multivariate analysis: interdependence</td>
<td>26</td>
<td>8.6%</td>
</tr>
<tr>
<td>Multivariate analysis: dependent</td>
<td>27</td>
<td>8.9%</td>
</tr>
<tr>
<td>Total</td>
<td>303</td>
<td>100%</td>
</tr>
</tbody>
</table>

*Note that the total exceeds 257, as some articles used more than one statistical technique.*
The last research question: Are some statistical analyses preferred by certain disciplines? This question is discussed with the aid of Figure 4.

Figure 4 below shows the disciplinary preferences for the different disciplines published in the *SAJEMS*. It can be seen that descriptive statistics predominate, while economics is shown to have a strong reliance on ‘other’ analyses, which include economic/financial formulas. Economics also uses more dependent multivariate analysis than any of the other disciplines. It seems that human resources and general business make more use of independent measures when comparing groups than do marketing and economics. Marketing studies tend to make more use of measures of association, such as correlations between constructs.

**Figure 4**
Disciplinary preferences: Statistical analyses
6 Discussion and managerial implications

One of the main findings in the study was the decrease in co-authored articles between 2005 and 2008, with the flipside being an increase in single-authored articles. This finding is contrary to the global international trend identified by some researchers (Inkpen & Beamish, 1994; West, 2007). There is consensus that the quality of an article generally increases when it is done and written in collaboration with fellow researchers (Smart & Bayer, 1986; Yitzhaki, 1994). It has therefore been suggested that interdisciplinary research and international partnerships should be encouraged by editors to produce even more rich and diverse inputs in research and published findings (Kriek, Beaty & Nkomo, 2009). Future authors should take note of this, and could also take into consideration that nowadays many research scholarships and grants (such as those from the NRF) seem to encourage interdisciplinary research.

The findings of this study have shown that academics were the main contributors of articles to the SAJEMS, with industry practitioners being in the minority (13.3 per cent). This finding concurs with the international research results reported by Hetzel (2000:702), and with those by West (2007:548). Brennan (2004:492) offers some thought on the low practitioner participation rate when he cautions that industry practitioners may not find journal contents applicable or relevant to the world of work. Other possible reasons for the low participation rate by practitioners could be a) the high entry barriers to getting an article published; b) the time-consuming process required by rigorous review processes; c) the lack of time to make extended efforts to write research articles; and/or d) little industry recognition for articles published.

The findings did, however, show an increase in participation in 2008, exceeding 31 per cent of article contributions for the first time; but these unfortunately decreased to 14 per cent in 2009 and to 6 per cent in 2010. It is worth noting that the focus and scope of the SAJEMS is not to encourage practitioner participation per se. However, the current contributions from industry practitioners suggest that there may be an opportunity for the editor to encourage practitioners to contribute to the journal. The SAJEMS may even want to consider publishing a special ‘industry’ edition. Practitioners may contribute to the scope of the SAJEMS by preparing new paths for debate on the operation and development of sustainable organisations and markets in Africa and abroad.

Malhotra and Peterson (2001:232) also argue that academic researchers should examine those substantive issues that are managerially relevant in order to close the gap between academic and industrial research.

The results show that foreign participation accounted for 15.6 per cent of cases, making foreign institutions the second most-published group, pointing towards a blurring of international borders. This higher foreign participation rate results in an increasingly cosmopolitan body of authors, a strength on which the SAJEMS could build. One would expect this number to increase in future with the SAJEMS supporting the ‘open-access policy’, whereby the journal’s content is made freely available to the public in support of a greater global exchange of knowledge.

Previous research suggests that the institution housing an academic journal is more likely to be the main contributor of content to the journal (Inkpen & Beamish, 1994). The results in this study underscore this notion, in that the University of Pretoria, which was housing the journal over the period of study, was the main publishing institution in the journal. Furthermore, in line with the trend identified by Otchere (2003:220), there is also a correlation between the editor of the journal’s home institution and the institutional representation in terms of the number of articles published in the SAJEMS. This probably shows that home institutions support their journals; and explains why the University of Pretoria has the highest incidence of articles published (excluding foreign institutions).

This study has revealed that non-probability sampling was most often used. This is supported by the findings by Poon and Rowley (2007). There is, however, some cause for
concern, as such sample approaches do not allow for the results to be generalised to the whole population, thus limiting the results of the respective studies. Furthermore, such sampling approaches also limit the type of statistical tests that researchers can employ. This finding hopefully underlines the importance of sampling approaches and the limitations that non-probability sampling holds for future authors. On a positive note, many samples used professionals as sampling units. This is in line with the findings reported by both Scandura and Williams (2000), and West (2007).

The findings show that the most-used data collection technique was secondary in nature, more specifically the data extracted from documents and databases. The second most-used technique identified is that of conducting surveys, which is consistent with the findings by West (2007). However, the current study revealed that the survey method declined from 2005 to 2009, but increased again in 2010 to 48 per cent. This declining trend is in contrast with the results of Inkpen and Beamish (1994), and with those of West (2007). The reason for the recent decline in the use of surveys is not clear, although one may expect a link to the disciplinary fields represented over the years. One could also speculate and state that surveys might be losing their appeal because of ‘survey fatigue’.

Many researchers have reported that survey non-response has been increasing. One of the reasons cited was the overexposure of surveys, which results in higher non-response rates, because of more refusals from individuals to participate (Steeh, 1981; Porter, Witcomb & Weitcer, 2004).

Some of the positive research practices concerning the articles published in the SAJEMS point to the variety of statistical techniques used across the disciplines. This concurs with the findings by Gupta et al. (2006). Economics, for example, uses more dependent multivariate analysis, whereas human resources and general business make more use of independent measures comparing groups. One is hopeful that South African researchers will continue to use (and increase their use of) more robust statistical analyses in their research.

7
Limitations and directions
for future research

This study has focused on articles published during the seven-year period 2004 - 2010 in the SAJEMS. While sufficient literature exists to suggest that such a time frame is sufficient, a longer period would have provided more information to uncover discernible trends. It is therefore recommended that future studies incorporate a longer time period.

A further limitation might be that the study focused exclusively on one journal, the SAJEMS. While this may be useful to provide a review of a singular publication, it implies that the findings cannot be generalised to other economic and management-related publications in South Africa, or even to international publications. A possible direction for future research would be to conduct similar studies on other South African business journals in order to develop a better understanding of the state of economic and management research conducted in the country as a whole.

The findings showed a decline in the use of surveys. Future research may want to determine the correlation between data-collection techniques and different disciplinary fields. This may shed light on the declining trend in the use of surveys, and whether or not this is linked to a specific discipline.

The sample units investigated in this study focused on sampling, as used in the primary data collection. If future studies investigate subjects of analysis in the field of economics, it may be worthwhile analysing the type of analysis units (for example households) in terms of the secondary sources used.

In conclusion, this content analysis has revealed current research practices, as published in the SAJEMS; and has attempted to shed some light on the nature of research in the economic and management fields.
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