Modelling of digesta passage rates in grazing and browsing domestic and wild ruminant herbivores
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Abstract

Ruminant utilization of poor-quality feeds is governed by rates of digestion and of passage through the rumen. The passage rate of feed material determines the quantity of bypass nutrients and the efficiency of synthesis of microbial protein in the rumen, making modelling of passage rate important. Artificial neural networks were used to develop models of liquid and solid passage rates. Studies that reported fractional passage rates, along with class and body mass of ruminants, were included in the dataset. Factors that affect rates of passage in all the studies were identified, which included animal and feed factors. The dataset was composed of observations of domestic and wild ruminants of variable body mass (1.5 to 1238 kg) from 74 studies and 17 ruminant species from various climatic regions. Observations were randomly divided into two data subsets: 75% for training and 25% for validation. Developed models accounted for 66 and 82% of the variation in prediction of passage rates for solid and liquid, respectively. On validation with an independent dataset, these models attained 42 and 64% of precision in predicting passage rates for solid and liquid, respectively. Liquid and solid prediction passage rate models had no linear and mean bias in prediction. This study developed better prediction models for solid and liquid passage rates for ruminants fed on a variety of diets and/or feeds from different climatic regions.
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Introduction

Digesta in the rumen exists as liquid or solid, with the two phases intermingled. Fluid and solid passage rates through the rumen are important as they influence digestion of soluble food nutrients (Illius & Gordon, 1991), the amount of short chain fatty acids absorbed in the rumen and those that pass out of the rumen (Lopez et al., 2003), the amount of bypass protein of dietary origin (Fox et al., 2004) and the amount of microbial protein available to the host as a protein source (Dijkstra et al., 2007). Studies have shown that outflow rates of particulate (kP) and liquid (kL) digesta from the rumen are influenced by many factors, some of which are tedious and impractical to study (Allen, 1996). A wide variety of factors influence passage rates, leading to differences in passage rate data collected among studies on the same or similar research topics (St-Pierre, 2007). In a large number of studies, there are treatment effects that have little influence on the passage rate variables being evaluated (Sauvant et al., 2008).

Attempts have been made to develop passage rate prediction equations based on feed chemistry (Nsahlai & Apaloo, 2007), animal characteristics (Seo et al., 2006; Krizsan et al., 2010) and chewing time (Coleman et al., 2003) for various classes of ruminants. Illius & Gordon (1991) predicted passage rate as a function of bodyweight, though its validity was questioned by Nsahlai & Apaloo (2007). These studies yielded modest levels of precision in predictions. Evidence suggests that animals at different physiological stages fed on a wide range of diets differ in rates of passage of digesta (Nsahlai & Apaloo, 2007). Prediction of passage rates using a combination of animal, environmental, and feed factors offers a more practical approach.

Artificial neural networks (ANN) are mathematical models that learn and generalize complex non-linear relationships between input and output data (Haykin, 1998). Given the non-linear nature of biological
functions, ANN are suitable for modelling biological processes. In several ruminant studies, ANN have been used to model rumen fermentation patterns in dairy cows (Craninx et al., 2008), in vitro methane gas production (Dong & Zhao, 2014), rumen fill (Adebayo, 2015), and growth patterns in sheep (Behzadi & Aslaminejad, 2010; Ganesan et al., 2014). Little emphasis has been put on the use of mathematical modelling methods in ruminant digesta passage kinetics. Further, few studies, if any, have used ANN to model and describe biological processes of passage rates of digesta through the rumen and ultimately predict roughage intake. Modelling of passage rate would enable easy calculation of digesta passage rates, independent of the use of expensive rare earth elements as external markers. Passage rate prediction equations may find application in studies that seek to predict microbial protein synthesis, roughage intake and rumen fill. The objective of this study was therefore to develop robust liquid and solid passage rate prediction models for grazing and browsing ruminants using ANNs.

**Materials and methods**

Data were collected from studies that reported at least average values or ranges for bodyweights of the animals, and measured fractional passage rates and/or mean retention times in the reticulo-rumen. A dataset was created that contained passage rates from wild and domesticated ruminants. Factors that affect passage rates were identified in each of these studies. Qualitative factors that affect passage rates were coded with numerical weightings. These were (factor = code/weighting): animal management (grazing = 1 or indoors = 0), feed class (silage = 1 or non-silage = 0), tannin content (feeds that were classified to be tannin rich were millet, sorghum, carob leaves, red clover and browse leaves = 1 and all other feeds with minute tannin levels = 0), and feeding regime (ad-libitum = 1 or restricted = 0). Physiological status (day of pregnancy and lactation), animal production level, amount of urea in the diet (g/kg DM), animal body mass (kg), and mature body mass (kg) were also included.

Feed variables were chemical composition (dry matter (DM); neutral detergent fibre (NDF); acid detergent fibre (ADF); crude protein (CP), and ash contents, all in g/kg DM), particle size (small = 1, medium = 2, large = 3, mixed sizes = 0), and in-sacco degradability parameters (soluble fraction (a); slowly degradable fraction (b); rate of degradation (RD); potential degradability (PD) and PD$^{-1}$life; potential degradability at half-life (PD$^{-1}$life). Instead, the half-life of a solid matter in the rumen was calculated using rates of degradation (c) according to Grovum & Phillips (1973), where: $t_{1/2}^{\text{life}} = (0.693 \div c)$. Degradation models used in computing DM loss from each study were identified. PD$^{-1}$life was calculated using the following formulae: $PD_{1/2}^{\text{life}} = a + b \times [1 - \exp(-c \times t_{1/2}^{\text{life}})]$ (no time lag model) or $PD_{1/2}^{\text{life}} = a + b \times [1 - \exp(-c(t_{1/2}^{\text{life}} - L))]$ (model accounting for time lag, where $L$: lag).

Dimensions of particles moving through the rumen were classified into three main groups according to their diameter: large (> 1 mm), medium (0.5–1 mm), and small (0.04–0.5 mm). The degree of maturity, which is correlated with the physiological age (PA), was calculated with this formula: $PA = (\text{body mass} \div \text{mature body mass})$. Ruminants were separated into three main feeding types according to the classification by Hofmann (1989) as a) grazers or roughage selectors (cattle, antelope-addax, buffalo, mouflon, muskoxen, nilgai, sheep and blackbuck = i); b) browsers or concentrate selectors (moose, okapi, roe deer, dik-dik, duikers and mouse deer = ii); and c) intermediate feeders (goats, anoa, reindeer, gazelle and ibex = iii). Net energies for maintenance ($NE_m$), fattening ($NE_f$), lactation ($NE_l$), conception ($NE_c$), and production ($NE_p$) were calculated according to AFRC (1993). Since these formulae were developed for cattle, sheep and goats only, wild ruminant animals in the authors’ database were categorized into either of the formulae for cattle, sheep, and goats using their weight or mature size, and feeding habits. Animals were assigned to the formulae for 1) cattle (cattle, muskoxen, anoa, antelope-addax, buffaloes, mouse, mouflon, nilgai, okapi, reindeer and roe deer); 2) sheep (sheep, blackbucks, and gazelles); and 3) goats (goats, dik-dik, duikers, mouse deer and ibex).

Few studies reported final bodyweight of animals at the end of the trial, which were used to compute NE$_f$. For studies that did not measure final bodyweight of experimental animals, it was assumed that all animals were at maintenance level throughout the trial. All values for net energy were computed in MJ/kg per day. Days in milk reported as early and late lactation were taken to be 60 and 290 days, respectively, for cows. Three studies did not report the milk composition for sheep, ibex, and cows. Thus to calculate the energy value for milk, an average butter fat content for milk of sheep, ibex (Raynal-Ljutovac et al., 2008), and cows (Lock & Garnsworth, 2003) of 3.2, 3.5, and 3.8%, respectively, was used. Milk content for ibex was assumed to be equivalent to that of goats. The sum of these NE values was used to calculate the total net energy requirements ($TNE_{R}$). Animal production level ($APL$) was calculated ($APL = TNE_{R} \div NE_m$).
For studies in which feed composition and degradation were not reported, but in which the types of feed or diet were reported, feed composition attributes and degradability parameters were looked up in journal articles. These included Hummel et al. (2006), Abdou (2016), Stanton & LeValley (2014), Beefmagazine (2015), and Feedipedia (2016). Feeds and diets that did not have ADF or NDF had these compositional attributes calculated using a regression equation derived from the dataset. The equation for acid detergent fibre (Y) and neutral detergent fibre (X) (g/kg DM) was $Y = 36.04 \pm 11.420 + 0.551 \pm 0.02086 \times X$ ($n = 360$, Root Mean Square Error $= 61.55$, $R^2 = 0.66$, CV = 18.9%).

Where animals were fed a concentrate diet only, the ash content was taken to be 10%. Passage rates reported as mean retention time in the rumen ($\text{MRT}_R$) were converted to fractional passage rate (FPR) by taking the inverse of mean retention time: $\text{FPR} = 1 \div \text{MRT}_R$. Mature body mass of each ruminant species was looked up from publications and databases. These included Frandsen (1992), Estes (1993), Jenkins et al. (1993), Schoeman (1996), Lewis et al. (2004; 2010), Wund & Myers (2005), Cillie (2009), ADW (2014), Arkive (2016), and AWF (2016). Data from studies that failed to specify the animal species were eliminated. Most studies that reported solid passage rates did not measure fluid passage rates, and vice versa. Therefore, two datasets were collated for solid and liquid passage rates. Although publications that were collected to create these datasets might not include all published literature, studies used to build these datasets were readily available.

In the present work, two artificial neural network models were programmed on 32-bit Visual Basic version 6.0 to predict the liquid and solid passage rates. Each dataset was used separately. Observations from each dataset were separated randomly into two sub-subsets: 75% of the dataset for model development or training and 25% for model validation. Since different variables span wide ranges, normalization (within the interval $(-1, 1)$) of input and output data was done. For modelling, a three-layer Levenberg–Marquardt BP neural network was adopted, which generally includes one input layer, one hidden layer and one output layer. Thus network topologies of 23-23-1 and 17-17-1 were adopted, corresponding to the numbers of neurons of input, hidden and output layers for solid passage and liquid passage rates, respectively, (Figure 1). Training was carried out using a back propagation algorithm. Both models were trained for 3200 and 3600 epochs at learning rate of 0.05, and momentum of 0.8 and the net errors were reduced to 0.00018 and 0.00011 on validation data for solid passage and liquid passage rate, respectively.

![Figure 1](image-url) Basic structure of Levenberg–Marquardt back propagation neural network for modelling

The correlation procedure of SAS 9.3 software (SAS Institute Inc., Cary, NC, USA) was used to establish the Pearson correlation coefficients of any two input variables. For all evaluations, regression analyses of observed against predicted passage rates, residuals against observed passage rate and residuals against predicted passage rates were carried out using the linear regression procedure. Coefficients of determination were used to evaluate the precision of regression lines in approximating real data points of models. Root mean square error (RMSE) was used to determine the accuracy of these models. To evaluate the linear and mean biases in model predictions, the residuals (observed minus predicted passage rates) were regressed against predicted passage rates. The intercept and slopes of these
regression lines were tested against 0 and 1, respectively, to determine any linear or mean bias (St-Pierre, 2003). Residual plots against observed passage rates were used to determine how close the predictions were to the real datasets. Process models developed in this study have been deposited in the Repository of Intelligent Models (REDIM, 2016) with accession numbers PRDA001762 and PRCN001814 for solid and liquid passage rate models respectively as indicated at http://www.redim.org.za/?search=PRDA001762 and http://www.redim.org.za/?search=PRCN001814.

Results

Numbers of observations in the datasets were unevenly distributed among the ruminant feeding types (67–78% were grazers, 10–12% were browsers, and 9–19% were intermediate feeders). In predicting liquid passage rate, 12 observations were on pregnant and lactating animals (6 lactating and pregnant cattle, 3 lactating cattle, 2 lactating sheep and 1 pregnant sheep). Of 87 observations used for validation, seven (7) were on pregnant and lactating animals (2 lactating and pregnant cattle, 1 lactating cow and 4 pregnant sheep). All other classes of ruminants were neither lactating nor pregnant. For solid passage rates, 102 observations were on pregnant and lactating animals (7 pregnant cattle, 83 lactating cattle, 2 lactating sheep, 5 pregnant sheep and 5 lactating ibex). Thirty three (33) observations on pregnant and lactating animals (1 pregnant cow, 25 lactating cattle, 3 lactating ibex, 2 lactating sheep and 2 pregnant sheep) were used for validation. All other classes of ruminants were neither lactating nor pregnant. Tables 1 and 2 give the animal and diet compositional attributes used in model development, respectively.

| Table 1 Species and feeding attributes of animals used in prediction and validation of passage rates |
|---------------------------------------------------------------|---------------------------------------------------------------|---------------------------------------------------------------|---------------------------------------------------------------|
| **Species**       | **Liquid model**       | **Fractional passage rate (per h)** | **Solid model**       | **Fractional passage rate (per h)** |
|                   | **No. of species** | **Pred** | **Valid** | **Pred** | **Valid** | **Pred** | **Valid** |
| Grazers           | 201                  | 17      | 12       | 300     | 15       | 11       |
| Cattle            | 115                  | 42      | 42       | 202     | 62       | 0.031 ± 0.020 |
| Sheep             | 62                   | 21      | 21       | 92      | 35       | 0.035 ± 0.015 |
| Buffaloes         | 6                    | 3       | 3        | 2       | 0        | 0.024 ± 0.0002 |
| Antelopes         | 4                    | 4       | 4        | 5       | 3        | 0.024 ± 0.004 |
| Mouflon           | 1                    | 0       | 0        | 0       | 0        | -         |
| Muskoxen          | 11                   | 2       | 2        | 7       | 4        | 0.032 ± 0.031 |
| Nilgai            | 1                    | 0       | 0        | 0       | 0        | -         |
| Blackbuck         | 1                    | 0       | 0        | 0       | 0        | -         |
| Browsers          | 37                   | 8       | 8        | 39      | 16       | -         |
| Moose             | 14                   | 3       | 3        | 9       | 3        | 0.022 ± 0.006 |
| Okapi             | 7                    | 1       | 1        | 11      | 5        | 0.045 ± 0.010 |
| Roe deer          | 0                    | 1       | 0.045    | 0       | 0        | -         |
| Dik-dik           | 8                    | 2       | 2        | 6       | 4        | 0.04 ± 0.016 |
| Duikers           | 4                    | 1       | 0.048 ± 0.010 | 3 | 2 | 0.039 ± 0.008 |
| Mouse deer        | 4                    | 0       | 0.051 ± 0.006 | 3 | 1 | 0.046 ± 0.004 |
| Intermediate feeder | 23                 | 7       | 7        | 85      | 23       | -         |
| Anoa              | 4                    | 0       | 0.081 ± 0.011 | 4 | 0 | 0.039 ± 0.008 |
| Reindeer          | 5                    | 3       | 0.045 ± 0.014 | 4 | 0 | 0.020 ± 0.0004 |
| Gazelles          | 6                    | 0       | 0.100 ± 0.015 | 6 | 0 | 0.056 ± 0.012 |
| Goats             | 8                    | 4       | 0.100 ± 0.034 | 53 | 16 | 0.027 ± 0.007 |
| Ibex              | 0                    | 0       | -        | 17      | 7        | 0.054 ± 0.021 |

Pred: prediction; Valid: validation
Correlation coefficients of the input variables used in model development for liquid passage rates were weak ($R < 0.5$) and significant. However, strong correlations ($R > 0.5$) were observed between APL and days into lactation, body mass and mature bodyweight, ADF and NDF, body mass and physiological age, and days in lactation and days in pregnancy (Table 3). Correlation coefficients of input variables used in model development for solid passage rates were weak ($R < 0.5$), yet significant.

Strong ($R > 0.5$) and significant correlations were used in model development for solid passage rates. Animal factors that had strong correlations were APL and days in lactation, body mass and mature bodyweight, body mass and physiological age, days in lactation and body mass, APL and BM, APL and physiological age, mature body mass and feeding type. Feed factors that had correlations that were >0.5 were ADF and NDF, PD and b, CP and rate of degradation, DM and silage, CP and ADF, CP and NDF, PD at half-life and 'a', PD at half-life, and PD. The correlation of >0.5 between body mass and silage was unexpected (Table 3), given that body mass is an animal factor and silage a feed factor. Weak correlation coefficients indicated that input variables did not strongly influence one another in liquid and solid passage rate prediction. Significance of weak correlations was a result of the large number of observations used in model development.

The regression relationship between the observed ($Y$) and predicted ($X$) liquid passage rates (per h) in model development was $Y = -0.0013 (\pm 0.00241) + 0.0044 (\pm 0.02948) X$ ($n = 261$, RMSE = 0.0142), accounting for 82% of the variation in prediction. The intercept ($P = 0.5863$) and slope ($P = 0.8818$) were not different from 0 and 1, respectively (Figure 2a). A plot of residual liquid passage rate against predicted liquid passage rate assessing the mean bias (intercept) and linear bias (slope) of the model in predicting liquid passage rate (Figure 2b) is given in this equation: $Y = -0.0031 (\pm 0.00241) + 0.0044 (\pm 0.02948) X$ ($R^2 = 0.0001$, RMSE = 0.01422). The intercept ($P = 0.5863$) and slope ($P = 0.8818$) from the residual plot were not different from zero. It can be observed from the plot that with the exception of six outliers, residuals showed no obvious pattern on the horizontal axis. A plot of residual liquid passage rate against observed liquid passage rate

<table>
<thead>
<tr>
<th>Feed and animal attributes</th>
<th>Solid passage rate model</th>
<th>Liquid passage rate model</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Max</td>
<td>Min</td>
</tr>
<tr>
<td>Urea (g/kg)</td>
<td>566</td>
<td>9.4</td>
</tr>
<tr>
<td>DM (g/kg)</td>
<td>566</td>
<td>966</td>
</tr>
<tr>
<td>NDF (g/kg)</td>
<td>566</td>
<td>913</td>
</tr>
<tr>
<td>ADF (g/kg)</td>
<td>566</td>
<td>603</td>
</tr>
<tr>
<td>CP (g/kg)</td>
<td>566</td>
<td>295</td>
</tr>
<tr>
<td>ASH (g/kg)</td>
<td>566</td>
<td>138</td>
</tr>
<tr>
<td>DP (days)</td>
<td>566</td>
<td>138</td>
</tr>
<tr>
<td>DL (days)</td>
<td>566</td>
<td>290</td>
</tr>
<tr>
<td>MBM (kg)</td>
<td>566</td>
<td>1100</td>
</tr>
<tr>
<td>PhyA</td>
<td>566</td>
<td>1.5</td>
</tr>
<tr>
<td>APL</td>
<td>566</td>
<td>3.28</td>
</tr>
<tr>
<td>FPR (per h)</td>
<td>566</td>
<td>0.091</td>
</tr>
<tr>
<td>a (g/kg)</td>
<td>566</td>
<td>647</td>
</tr>
<tr>
<td>b (g/kg)</td>
<td>566</td>
<td>853</td>
</tr>
<tr>
<td>c (per h)</td>
<td>566</td>
<td>0.174</td>
</tr>
<tr>
<td>PD1/2 life (g/kg)</td>
<td>566</td>
<td>789</td>
</tr>
<tr>
<td>PD (g/kg)</td>
<td>566</td>
<td>964</td>
</tr>
</tbody>
</table>

Table 2: Summary statistics of feed and animal attributes used in prediction and validation of passage rates

a: rapidly degradable water soluble fraction of fibre; ADF: acid detergent fibre; APL: animal production level; b: slowly degradable portion of the insoluble fraction of fibre; c: rate of degradation of the "b" fraction; CP: crude protein; DL: days in lactation; DM: dry matter; DP: days pregnant; FPR: fractional passage rate; MBM: mature body mass; NDF: neutral detergent fibre; PhyA: physiological age; PD1/2 life: potential degradability at half-life; PD: potential degradability.
assessed the goodness of predictions (Figure 2c) showing that residual liquid passage rate increased with increasing liquid passage rate. The regression relationship between the observed (Y) and predicted (X) liquid passage rates (per h) in model validation using unseen data was $Y = 0.02301 \pm 0.00557 + 0.767 \pm 0.06178$ X ($n = 87$, RMSE = 0.02105). This equation accounted for 64% of the variation in unseen data. The intercept and slope were significantly different from 0 ($P = 0.0001$) and 1 ($P = 0.0003$), respectively (Figure 2d).

The regression relationship between the observed (Y) and predicted (X) solid passage rates (per h) in model development was $Y = -0.0014 \pm 0.00128 + 1.005 \pm 0.0348 X$ ($n = 424$, RMSE = 0.01047), accounting for 66% of the variation in prediction. The intercept ($P = 0.2753$) and slope ($P = 0.8823$) were not different from 0 and 1, respectively (Figure 3a). A plot of residual solid passage rate against predicted solid passage rate assessing the mean bias (intercept) and linear bias (slope) of the model in predicting solid passage rate (Figure 3b) had the equation: $Y = -0.0014 \pm 0.00128 + 0.00516 \pm 0.03482 X$ ($R^2 = 0.0001$, RMSE = 0.01047). The intercept ($P = 0.2753$) and slope ($P = 0.8823$) of the residual plot were not different from zero. It can be observed from the plot that residuals formed a cone shaped cluster on the horizontal axis. A plot of residual solid passage rate against observed solid passage rate assessed the goodness of the predictions (Figure 3c). The residual solid passage rate increased with increasing solid passage rates. The regression relationship between the observed (Y) and predicted (X) solid passage rates (per h) in model validation was: $Y = 0.00476 \pm 0.00323 + 0.888 \pm 0.08763 X$ ($n = 142$, RMSE = 0.01375), accounting for only 42% of the variation in unseen data. The intercept and slope were not different from 0 ($P = 0.1429$) and 1 ($P = 0.2049$), respectively (Figure 3d). Three outliers were observed for muskoxen in validation.

**Discussion**

Passage rates are affected by a wide variety of factors that have different effects. Passage rate is a function of animal species (Lechner et al., 2010), level of feeding (Seo et al., 2006; Mazzenga et al., 2009), forage to concentrate ratio (Bartocci et al., 1997), feeding behaviour (Okine et al., 1998), ambient temperature (Chaiyabutr et al., 1987; Bartocci et al., 1997), buffer content (Cappellozza et al., 2013), ionophores (Schelling et al., 1984), water intake (Varga & Harpster, 1995), roughage quality (De Vega & Poppi, 1997), animal reproductive state (Larsen et al., 2009), particle size and functional specific gravity (Poppi et al., 1980; Lechner-Doll et al., 1991), tannin content in diet (Silanikove et al., 2001; Al-Kindi et al., 2016), and diet or feed compositional attributes (Nsahlai et al., 1999). Ideally, passage rate prediction equations should be low-input, easy-to-use models that incorporate easy-to-measure input variables. However, limiting input variables may result to lower accuracy in predicting passage rates for diverse classes of ruminants. Developed models in this study are not low input models. However, input variables are fairly easy to compute.

All models developed in this study had slopes equal to 1 and intercepts at 0. Coupled with high precision, all prediction models accounted for large amounts of variation in unknown observations. Few, if any, models developed thus far have achieved such high precision in predicting both solid and liquid passage rates for 17 ruminant animal species (wild and domesticated) from a wide range of climatic regions using a single model. In all model predictions and validations, all classes of ruminants were clustered along the ideal prediction line. A couple of sporadic outliers in prediction and validation of the solid passage rates from ibex and muskoxen, respectively, are clearly identifiable. For both ruminant species, passage rate was grossly underpredicted by these models, particularly as these animals inhabit a cold climate. Ambient temperature ranges outside the thermo-neutral zone lead to physiological responses, which alter passage of fluid and solid through the rumen. Lowering temperatures to freezing increased passage rate of solid by 21% (Kennedy, 1985) and increased temperatures doubled passage rates of liquid (Chaiyabutr et al., 1987). The degree of change in passage rates as a result of temperature fluctuations is exceedingly high and the direction of change is unpredictable. These suggest that studies need to consider season and place of study to index ambient temperature.

Most studies have developed passage rate prediction equations with good coefficients of determination ($R^2$ value) that accounted for a greater portion of the variation using intake (of DM or NDF) as major input variables. DM intake alone is normally the most important factor affecting solid and liquid passage rates (Seo et al., 2009) accounting for just over 20% of the variation in passage rate prediction models. However, given that the main application of passage rate equations would be to predict dry matter intake (DMI) and microbial yields, inclusion of intake when developing passage rate models may be questionable. To eliminate this bias, neither prediction model developed in this study incorporated feed intake as an input variable.
<table>
<thead>
<tr>
<th></th>
<th>Tan</th>
<th>Sil</th>
<th>FTyp</th>
<th>Gr-In</th>
<th>Ad-R</th>
<th>Urea</th>
<th>DM</th>
<th>NDF</th>
<th>ADF</th>
<th>CP</th>
<th>Ash</th>
<th>DayP</th>
<th>DayL</th>
<th>BM</th>
<th>MBM</th>
<th>PhAg</th>
<th>APL</th>
<th>FPR</th>
<th>PS</th>
<th>PD&lt;sub&gt;1/2&lt;/sub&gt;</th>
<th>c</th>
<th>b</th>
<th>a</th>
<th>PD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tan</td>
<td>0.04</td>
<td>0.16</td>
<td>0.36</td>
<td>-0.11</td>
<td>-0.09</td>
<td>-0.33</td>
<td>-0.30</td>
<td>-0.23</td>
<td>0.28</td>
<td>0.25</td>
<td>-0.06</td>
<td>-0.06</td>
<td>-0.05</td>
<td>-0.01</td>
<td>0.03</td>
<td>-0.01</td>
<td>0.01</td>
<td>-0.06</td>
<td>-0.46</td>
<td>0.27</td>
<td>-0.33</td>
<td>-0.18</td>
<td>-0.33</td>
<td></td>
</tr>
<tr>
<td>Sil</td>
<td>0.03</td>
<td>0.23</td>
<td>-0.10</td>
<td>0.05</td>
<td>0.09</td>
<td>-0.66</td>
<td>-0.24</td>
<td>-0.14</td>
<td>0.16</td>
<td>0.17</td>
<td>-0.17</td>
<td>0.22</td>
<td>0.87</td>
<td>0.45</td>
<td>0.90</td>
<td>0.18</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>FTyp</td>
<td>0.38</td>
<td>-0.85</td>
<td>0.06</td>
<td>-0.07</td>
<td>0.13</td>
<td>-0.11</td>
<td>-0.10</td>
<td>0.13</td>
<td>0.02</td>
<td>0.09</td>
<td>-0.20</td>
<td>-0.48</td>
<td>0.50</td>
<td>-0.40</td>
<td>0.25</td>
<td>0.05</td>
<td>-0.23</td>
<td>-0.01</td>
<td>-0.13</td>
<td>-0.18</td>
<td>-0.19</td>
<td>-0.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gr-In</td>
<td>0.00</td>
<td>0.11</td>
<td>-0.15</td>
<td>0.12</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.28</td>
<td>0.00</td>
<td>0.91</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ad-R</td>
<td>0.25</td>
<td>-0.12</td>
<td>0.04</td>
<td>0.03</td>
<td>-0.12</td>
<td>-0.07</td>
<td>-0.12</td>
<td>0.17</td>
<td>0.17</td>
<td>0.00</td>
<td>-0.09</td>
<td>-0.07</td>
<td>-0.09</td>
<td>0.05</td>
<td>-0.13</td>
<td>0.09</td>
<td>-0.09</td>
<td>0.09</td>
<td>0.10</td>
<td>0.05</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>Urea</td>
<td>0.14</td>
<td>0.52</td>
<td>0.15</td>
<td>0.11</td>
<td>0.40</td>
<td>0.00</td>
<td>0.00</td>
<td>0.18</td>
<td>0.16</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.04</td>
<td>0.36</td>
<td>0.18</td>
<td>0.00</td>
<td>0.09</td>
<td>0.08</td>
<td>0.04</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>DM</td>
<td>-0.37</td>
<td>-0.26</td>
<td>-0.06</td>
<td>-0.35</td>
<td>-0.00</td>
<td>0.11</td>
<td>0.00</td>
<td>0.22</td>
<td>0.01</td>
<td>-0.09</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>ADF</td>
<td>-0.00</td>
<td>-0.29</td>
<td>-0.11</td>
<td>0.00</td>
<td>0.15</td>
<td>0.17</td>
<td>0.33</td>
<td>0.81</td>
<td>-0.51</td>
<td>-0.01</td>
<td>-0.04</td>
<td>-0.04</td>
<td>-0.01</td>
<td>0.00</td>
<td>-0.01</td>
<td>-0.17</td>
<td>0.11</td>
<td>-0.29</td>
<td>-0.20</td>
<td>-0.19</td>
<td>-0.43</td>
<td>-0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CP</td>
<td>-0.16</td>
<td>-0.02</td>
<td>0.10</td>
<td>-0.04</td>
<td>0.09</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.84</td>
<td>0.91</td>
<td>0.31</td>
<td>0.35</td>
<td>0.90</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>Ash</td>
<td>0.10</td>
<td>-0.24</td>
<td>-0.17</td>
<td>0.29</td>
<td>-0.04</td>
<td>-0.07</td>
<td>-0.17</td>
<td>0.17</td>
<td>0.03</td>
<td>0.11</td>
<td>0.04</td>
<td>-0.02</td>
<td>0.02</td>
<td>0.14</td>
<td>0.08</td>
<td>0.16</td>
<td>0.01</td>
<td>0.56</td>
<td>-0.17</td>
<td>0.10</td>
<td>0.13</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DayP</td>
<td>-0.09</td>
<td>-0.04</td>
<td>-0.00</td>
<td>-0.03</td>
<td>-0.13</td>
<td>-0.01</td>
<td>-0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>-0.06</td>
<td>-0.03</td>
<td>-0.08</td>
<td>0.29</td>
<td>-0.06</td>
<td>0.02</td>
<td>0.01</td>
<td>0.02</td>
<td>0.05</td>
<td>0.03</td>
<td>0.05</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DayL</td>
<td>-0.08</td>
<td>-0.07</td>
<td>-0.08</td>
<td>0.09</td>
<td>-0.05</td>
<td>-0.03</td>
<td>-0.32</td>
<td>-0.07</td>
<td>-0.15</td>
<td>0.12</td>
<td>0.08</td>
<td>0.58</td>
<td>0.51</td>
<td>0.30</td>
<td>0.45</td>
<td>0.80</td>
<td>0.10</td>
<td>0.26</td>
<td>0.07</td>
<td>-0.28</td>
<td>0.25</td>
<td>-0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BM</td>
<td>-0.22</td>
<td>-0.28</td>
<td>-0.36</td>
<td>-0.06</td>
<td>-0.03</td>
<td>0.13</td>
<td>-0.38</td>
<td>0.03</td>
<td>-0.06</td>
<td>-0.11</td>
<td>-0.07</td>
<td>0.08</td>
<td>0.29</td>
<td>-0.82</td>
<td>0.71</td>
<td>0.59</td>
<td>-0.05</td>
<td>-0.41</td>
<td>0.09</td>
<td>-0.24</td>
<td>-0.30</td>
<td>-0.29</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MBM</td>
<td>-0.08</td>
<td>0.24</td>
<td>-0.33</td>
<td>0.07</td>
<td>-0.06</td>
<td>0.33</td>
<td>0.11</td>
<td>0.35</td>
<td>0.01</td>
<td>0.14</td>
<td>0.06</td>
<td>0.14</td>
<td>0.79</td>
<td>0.36</td>
<td>0.38</td>
<td>-0.11</td>
<td>0.29</td>
<td>0.11</td>
<td>0.08</td>
<td>-0.20</td>
<td>0.26</td>
<td>0.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PhAg</td>
<td>-0.20</td>
<td>0.09</td>
<td>-0.17</td>
<td>0.06</td>
<td>0.01</td>
<td>0.16</td>
<td>-0.13</td>
<td>0.03</td>
<td>-0.06</td>
<td>-0.06</td>
<td>-0.17</td>
<td>0.33</td>
<td>0.50</td>
<td>0.03</td>
<td>0.52</td>
<td>0.00</td>
<td>0.34</td>
<td>-0.23</td>
<td>-0.32</td>
<td>0.18</td>
<td>-0.04</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>APL</td>
<td>-0.07</td>
<td>0.08</td>
<td>0.19</td>
<td>-0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FPR</td>
<td>-0.22</td>
<td>0.00</td>
<td>0.00</td>
<td>0.06</td>
<td>0.05</td>
<td>-0.01</td>
<td>-0.03</td>
<td>0.21</td>
<td>0.03</td>
<td>0.24</td>
<td>0.30</td>
<td>0.21</td>
<td>0.13</td>
<td>0.17</td>
<td>0.37</td>
<td>0.19</td>
<td>0.02</td>
<td>0.19</td>
<td>0.06</td>
<td>-0.01</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tan</td>
<td>0.00</td>
<td>0.96</td>
<td>0.34</td>
<td>0.30</td>
<td>0.33</td>
<td>0.09</td>
<td>0.68</td>
<td>0.77</td>
<td>0.54</td>
<td>0.00</td>
<td>0.36</td>
<td>0.00</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 3** Pearson correlations between input factors used in solid (above diagonal) and liquid (below diagonal) model development

**Figures in parenthesis are P values**

Tan: tannins; Sil: silage; FTyp: feeding type; Gr-In: grazing or indoors; Ad-R: ad libitum or restricted; DayP: days pregnant; DayL: days in lactation; MBM: mature body mass; PhAg: physiological age; APL: animal production level; FPR: fractional passage rate; PS: particle size; PD<sub>1/2</sub>: potential degradation at half-life.
Figure 2a Relationship between the observed and predicted liquid passage rates for model development

Figure 2b Residual (observed–predicted) plot against predicted liquid passage rate to test model bias in prediction

Figure 2c Residual (observed–predicted) plot against observed liquid passage rate

Figure 2d Relationship between the observed and predicted liquid passage rates for model validation
Figure 3a Relationship between the observed and predicted solid passage rates for model development

Figure 3b Residual (observed–predicted) plot against predicted solid passage rate to test model bias in prediction

Figure 3c Residual (observed–predicted) plot against observed solid passage rate

Figure 3d Relationship between the observed and predicted solid passage rates for model validation
Unlike models developed by Seo et al. (2006), models for predicting passage rates for liquid in this study had few lactating and pregnant cattle and sheep, and other ruminants had no pregnant or lactating animals. This may limit the use of models developed in this study in predicting passage rates for pregnant and/or lactating dairy cows and other ruminants. Since most studies did not report bodyweight changes, assumptions that animals in those studies were at maintenance level may be biased. Obtaining bodyweight changes in those studies and computing animal production level (APL) would have accounted for some variation in model development.

Seo et al. (2006) excluded observations from wild ruminants and animals of body mass less than 100 kg, and datasets from animals that had DMI of less than 10 g/kg body weight, thus limiting the conditions to which their equations can be applied. Similarly, models by Krizsan et al. (2010) used passage rate observations only from trials in Europe and the United States. These models may be applicable to ruminants from temperate areas, but not to those from tropical regions. However, model development in this study used a wide range of ruminant species of differing body mass, from one of the smallest ruminants in the world (mouse deer, averaging 1.6 kg in body mass) to large ruminant animals averaging over 1238 kg in body mass. The implication is that the models developed in this study could be used to predict passage rates for any size, class and type of ruminant animal under any climatic condition with considerable precision.

Particle density is one of the major factors affecting solid particle passage out of the rumen (Hristov et al., 2003). It was assumed that high potential degradability at half-life would increase gas production in solid particles, rendering them buoyant. This propels them away from the reticulo- rumen orifice, reducing passage rates. However, correlation results showed that passage rates of solids tended to increase with degradability at half-life, defeating the use of this variable. Thus, rapid reduction in particle size overshadows the effect of buoyancy in reducing passage rates. This may show some limitations in use of artificial neural networks in capturing biological phenomena.

Based on coefficients of determination, models for predicting liquid passage rates accounted for 94% (Seo et al., 2006), 84%, and 83% (Seo et al., 2007) of the variation in prediction. Residual plots (residuals against predicted passage) of the liquid prediction model, together with that of Seo et al. (2006), revealed that models from both studies had no linear or mean bias in prediction of liquid passage rates. Although the model for liquid passage in this study accounted for less variation than models of Seo et al. (2006), it performed better in model validation using an independent dataset by accounting for three times the variation. Even though the liquid model in this study accounted for less variation in validation compared with that of Seo et al. (2009) (\( R^2 = 0.81 \)), the study by Seo et al showed a linear bias in prediction of liquid passage rates.

A comparison between the coefficients of determination from this study (mathematical modelling) and those from other studies (mainly statistical modelling) showed more or less similar results. Seo et al. (2006) developed passage rate prediction equations for various ruminant types using DMI of forage, and of forages and concentrates per unit of body mass. Their equations for predicting solid passage rate explained +21% (for forages) and +29% (for concentrates) more variation than the model developed in this study. However, the solid passage prediction model developed in this study explained more variation compared with other models, which accounted for only 37% (Nsahlai & Apaloo, 2007), 53% for forages (Cannas et al., 2004), and 65% for concentrates (Cannas et al., 2004), of observed variation. On validation using independent datasets, models managed to account for only 39% (forages) and 40% (concentrate) of the variation (Seo et al., 2006), which is lower than findings in this study for the solid passage rate prediction model.

On the contrary, evaluation of two prediction equations developed for forages from Seo et al’s (2009), models explained more variation (66 and 86%) than the solid passage prediction model in the current study, although RMSE in validation were similar to those of this study. Models by Seo et al. (2009) had superior coefficients of determination for both liquids and solids compared with models in this study when evaluated with an independent dataset. First, models of Seo et al. (2009) accounted for one of the most critical, but neglected factors that influence passage rates, that is, feeding behaviour. This study did not include feeding behaviour as an input variable for passage rate predictions owing to unavailability of information on feeding behaviour in all studies. Based on the influence of feeding behaviour on frequencies and amplitudes of reticulo- rumen contractions, it seems possible to develop prediction models for feeding behaviour; and then to input feeding behaviour variables into the solid and liquid passage rate prediction equations (Sauvant et al., 1996; Seo et al., 2007; Seo et al., 2009). However, this warrants further study. Second, higher coefficients of determination of models by Seo et al. (2009) in evaluation may have been because of limited ruminant classes and limited intake level used in the evaluation compared with the wide range of ruminant animals used in this study.

Ruminant animals grazing on tropical grasslands of Africa are subjected to feed shortages in the dry seasons because of droughts as a result of climate change. It is thought that ruminants exposed to starvation may retain digesta for long durations in the rumen to render digestion more efficient. Hence, these
ruminants generally elicit slower rates of passage of both solid and liquid in the rumen, and higher rumen fill levels (Nsahlai et al., 1996) than temperate ruminants. Owing to impending feed shortages that are consequent to drought, models developed for use in the future should consider accounting for hunger in prediction to accommodate changes in environmental conditions. Precision in predicting passage rates of digesta for ruminant animals could be further improved by considering factors such as degree of hunger, water intake, feeding behaviour and climatic conditions.

Conclusion

Both solid and liquid passage rate prediction models achieved good accuracy, as all ruminants were clustered along the ideal prediction line. The study developed more precise prediction models for solid and liquid passage rates for ruminants fed on a variety of diets and feeds in various climatic regions. More work needs to refine current prediction models to achieve precise prediction of passage rates of digesta in the rumin. The success of artificial neural networks in the prediction of solid and liquid passage rates in this study may pave the way for predicting roughage intake in ruminants from different climatic regions using one prediction model.
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