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Abstract: This paper presents a concept and case study 
implementation for a system of digital twins (DTs) 
aimed at supporting the management of railway 
infrastructure maintenance. The system of DTs 
includes DTs and software services. The case study 
uses, as physical asset, a subset of the railway 
infrastructure managed by the Passenger Rail Agency 
of South Africa (PRASA). The DT system concept is 
evaluated, using a case study, to assess its ability to 
meet users’ information requirements and contextual 
requirements. The paper also evaluates the generality 
of the case study results. The case study illustrates that 
the DT system can acquire and integrate data from 
diverse data sources and be adapted to a changing 
context (in terms of user requirements, infrastructural 
elements, and data sources). Even though the case 
study considers only a subset of infrastructure, the 
scalability of the DT system is illustrated, indicating its 
potential for larger implementations, within and 
beyond PRASA. The paper, therefore, shows that the 
DT system concept can provide an integrated view of 
the data on the railway infrastructure, thereby 
supporting data-led decision-making by infrastructure 
maintenance managers. 

 
Additional keywords:  Digital twin, railway 
infrastructure, maintenance management, data-led decision-
making 

1 Introduction 
Digital twins (DTs) have received notable attention from 
researchers [1] as the fourth industrial revolution continues. 
With roots in product lifecycle management [2], the DT 
concept has gained popularity in both industry and academia 
in various application domains. As a consequence, the 
definition of a DT has become obscure, without one agreed-
upon version [3]. This paper draws from a combination of 
definitions from the context of the built environment [4] and 
road and rail infrastructure [5] to define a DT as a digital 

representation of a physical entity that integrates different 
static and dynamic data sets, as well as different support tools 
(such as physical models, data analytics, simulation, and 
prediction capabilities). This digital representation can then 
be used to generate insights for physical asset management 
decision-making. 

Early applications of DTs have been reported in the 
manufacturing and aviation/aerospace sectors [6]–[8]. The 
fourth industrial revolution is also entering the transport, and 
specifically, the railway sector. Presentations and keynote 
addresses throughout the InnoTrans 2022 fair promoted 
“moving towards digital technology”, “the rails of tomorrow” 
(referring to digital technology), monitoring, data analytics, 
etc. [9]. 

The implementation of DTs is expected “to greatly 
improve the management level of planning, design, 
construction, operation, and safety” [10]. A particular benefit 
that is often stressed in literature is the potential of DTs to 
integrate data from heterogeneous data sources [11]–[13].  

The application of DTs to railway infrastructure is 
considered to have great potential, but research towards DT 
applications in this domain is still scarce [5], [10]. This paper 
aims to address this scarcity by presenting a concept design 
and a case study implementation of a DT system for railway 
infrastructure to support maintenance decisions. Here the 
term "DT system" refers to a combination of DT hierarchies, 
software services (typically microservices) and external data 
sources. 

The paper is structured as follows: Section 2 introduces 
the context for the study; Section 3 reviews related work; 
Section 4 describes the design of the DT system concept; and 
Section 5 focuses on the case study implementation. Finally, 
Sections 6 and 7 offer the evaluation and conclusion, 
respectively.  

2 Application Context 
Railway infrastructure here includes rails, sleepers (railroad 
ties), ballast (the coarse gravel material upon which sleepers 
are laid), overhead electrical track with its supporting 
structure and supply, signalling and communication. The 
term "perway" (permanent way) is used in this context for the 
rails, sleepers and ballast. 

To illustrate the value that the concept of a DT holds for 
railway infrastructure, the paper uses the application context 
of the Passenger Rail Agency of South Africa (PRASA), and 
in particular the department responsible for infrastructure 
maintenance in the Western Cape. This section describes the 
PRASA context in terms of maintenance management 
processes and the corporate agenda at the time of writing.  

Maintenance management at PRASA is currently done by 
different teams for each infrastructural domain (i.e. perway, 
electrical, signalling and telecommunications), through a 
combination of planned and unplanned maintenance 
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activities. Planned maintenance is performed in accordance 
with a condition-based maintenance tactic, with periodic 
inspections indicating the condition of the infrastructure 
according to which the necessary action is taken. Unplanned 
maintenance activities are executed in accordance with a 
breakdown maintenance tactic and are dispatched without 
consideration for the planned maintenance activities. 

A strong need for PRASA’s infrastructure management 
office is the consolidation of all the data that they have 
available on specific assets from different sources. An 
example of this is the overhead cables (catenary cables), for 
which there are four data sources describing different aspects 
of its condition: the geometry (from the track geometry 
inspection vehicle, TGIV); the wire thickness (from contact 
wire measurement reports); the data captured by routine 
maintenance tasks (from the maintenance database, 
EMPAC); and whether the cable has been vandalised or 
stolen (from the “Electrical control report”).  

Each of the above-mentioned data sources also has its 
own interface (such as accessed from a local hard drive, 
through proprietary web-services, via email, etc.). The nature 
of the data in these data sources typically differs in terms of 
format, structure, frequency of data acquisition, means 
through which it is acquired (e.g. through manual inspection, 
telephonic reports, or autonomous acquisition through 
inspection vehicles) and means with which it is recorded (e.g. 
manual or automatic data entries). 

Along with the issue of numerous, disparate data sources 
for each asset or asset group, there is also the concern of 
different stakeholders and decision-makers not having access 
to the same information at the time of making decisions. This 
results in isolated decisions that could be better informed, or 
have greater impact, if coordinated or made with integrated 
information on hand.  

An example of such an isolated decision is when the 
stakeholders responsible for specific breakdown maintenance 
tasks must decide when to dispatch maintenance teams. 
Often, these stakeholders are unaware of where other 
breakdown maintenance tasks (associated with different 
infrastructural domains) are being executed at the time, which 
may lead to conflicts or delays. In such cases, if breakdown 
maintenance tasks could be better coordinated, infrastructural 
corridors may be brought to an operational condition much 
quicker. 

For operational infrastructure, a series of semi-structured 
and ad-hoc interviews with PRASA staff indicated a need for 
insight into most critical maintenance tasks, a perspective of 
available equipment at the time of maintenance scheduling, 
central storage for all infrastructure data, more value from 
current data (e.g. by means of data analytics), and digitised 
reporting systems.  

Along with these needs, PRASA has expressed, as a high-
level objective in their Corporate Plan for the medium-term 
expenditure framework period of 2021-2024, the intent to 
“enable the transition to a digitally enabled organisation”, 
under which plans to “build digital capabilities to empower 
PRASA’s workforce” from 2021 to 2022 and “Shift from 
silos to the enterprise-wide services model (central ICT unit)” 
are reported [14]. 

The current contextual needs for maintenance 
management, together with the corporate agenda towards 
digitisation, present the opportunity to evaluate the 
implementation of a DT for the context of railway 
infrastructure.  

3 Related Work 
Railway infrastructure is a complex system [15]. DTs, from 
their inception, have been considered to hold great promise 
for the management of complex systems [2]. However, the 
application of DTs to railway infrastructure to date has been 
scarce [5].   

Current DT applications are generally centred around 
maintenance management [5], [16], with specific points of 
interest that can be grouped into three categories: firstly, 
prognostics and health monitoring (including simulation and 
condition monitoring) [12], [16]–[21]; secondly, closed 
lifecycle management [22]–[24]; and, finally, sustainable 
smart infrastructure [25]. These are naturally all related, but 
this categorisation highlights the focus of the DT applications 
as seen in literature. 

Building Information Modelling (BIM) currently forms 
an integral component of the published literature in the 
context of DTs applied to railway infrastructure. BIM is 
considered the basis for constructing DTs, with a 
combination of cloud computing, BIM and IoT technologies 
forming the DTs’ typical design as encountered in most of 
current literature [26].  

The roles of BIM within the DT context in railway 
infrastructure are for data visualisation [20], [27], for storing 
the relevant data [27], and for providing services based on the 
data (such as calculating the “energy performance” of the 
assets) [28]. [27] considers BIM as a data source, distinct 
from the DT, while other publications use the terms BIM and 
DT interchangeably [10], [16]. In the latter case, the BIM 
software used, such as Navisworks or Bentley BIM, is 
responsible for the integration of data from the monitored 
data sources. In all of these cases, proprietary BIM 
technology is considered integral to the implementation of 
DTs. 

Furthermore, studies that describe implementations of 
DTs within railway infrastructure can be classified as having 
done either an actual implementation [20], [27]–[29] or a 
conceptual implementation [22], [23], [25]. Most of these 
implementations do not use just a single DT, but a system of 
DTs, with various digital entities, representing the 
corresponding physical infrastructural elements (entities), 
and interacting with one another through information 
exchange.  

4 Digital Twin System Concept  
This section presents the DT system concept and describes 
how the underlying reference architecture was adapted to the 
application context. The first subsection describes the 
architecture as a whole, which is followed by discussions of 
selected architectural components and the interaction 
protocol. Even though the architecture presented in Figure 1 
shows a specific number of DTs, wrappers and data sources, 
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it is straight-forward to expand it to include more instances 
of each, as will be illustrated in Section 5.3.  

Further details regarding the implementation and 
operation of the digital twin system, including system start-
up and data ingestion procedures, is given by [30].  

4.1 Overall Architecture 
The architecture adopted here for the DT system (Figure 1) is 
an adaption of the distributed DT system reference 
architecture presented by [31] – following a similar grouping 
paradigm, and logical interconnections between the different 
elements.  

The DT system has three major component groupings: the 
Services Network (SN); the DT aggregation hierarchy; and 
the Management Services (MS). The components interact via 
the Services Gateway (SG), while the architecture interacts 
with users through the User Interface (UI) component. 

The specific elements are elaborated upon in the 
following sections, but it is worth noting the differentiation 
between the physical reality reflection in the DT hierarchy 
and the value extraction in the SN, which is a key feature of 
this architecture. However, the architecture also includes 
services hosted by DTs (referred to below as DT services), 
where those services rely on only the data of their particular 
DT. 

 

Figure 1 Digital twin system architecture1 [30] 

The architecture in Figure 1 extends the one proposed by 
[31] in two ways: firstly, it adds a fourth major component 
grouping – the  “wrapper layer” (WL) - within which wrapper 
components exist (described in Section 4.3); and, secondly, it 
divides the ”Directory Service” (DS) component into three 
separate components: a Services Directory (SD), a DT 
directory (DTD) and a Data Source Directory (DSD). 

 
1 Although the details are not relevant to this paper, the 

case-specific abbreviations used here and elsewhere are: 

Although the concept in Figure 1 omits some of the MS given 
by [31], such services may be included in a full 
implementation. 

[31] uses the “six-layer architecture for digital twins with 
aggregation” (SLADTA), as developed by [32], for the DT 
aggregation hierarchy. SLADTA presents a DT as internally 
composed of six architectural layers. In the aggregation 
hierarchy, DT Instances (DTIs) obtain data from the physical 
data sources, while DT Aggregates (DTAs), in turn, obtain 
and aggregate data from the DTIs and other DTAs. SLADTA 
is here also modified to suit the context in that Layer 1 (the 
sensors and actuators) and Layer 2 (the data acquisition 
systems and sources) are removed. Layer 3 (the short-term 
data repository) is here used for interaction inside the DT 
system and not for data ingestion. Layer 4 (the IoT Gateway) 
accesses the data from sources that already store processed 
measurements in databases (DBs). In the DT system concept, 
the traditional role of Layer 5 (long-term data repositories) is 
retained, while aggregation communication is not done 
through Layer 4 (as done by [32]), but Layer 6 (the emulation, 
simulation and services component) provides information to 
other DTs and to services. Layer 6 also contains DT services, 
where those services rely purely on the data contained by its 
DT. 

The definition of DTAs is also extended to include the 
ability to obtain data not only from DTIs, but also directly 
from external data sources. The extension of the DTA 
definition is required because some data sources contain 
information that relate to an aggregation and not its 
underlying DTIs.  

4.2 Data Sources 
Data sources typically already exist in the form of either 
proprietary systems or established organisational systems, 
each with its own purpose. It is often impossible or 
undesirable to alter these data sources. Therefore, for use in 
this DT concept, the only requirement is that an interface 
must be available to access the data in these data sources – no 
modification to the original source(s) is required. If, for 
example, a data source provides data through a web 
Application Programming Interface (API), the Internet 
Protocol (IP) address, authentication information and the 
message ontology for that web API need to be known. 

Examples of data sources that exist in PRASA’s current 
context include the locally hosted Microsoft Excel files 
generated by the TGIV, the locally hosted contact wire 
measurement records, the web servers for the substation 
energy meters, and the signalling system’s proprietary 
software system and DB. 

4.3 Wrappers 
The WL is the main enabler for interfacing with various data 
sources. The components within the WL provide a 
standardised interface to the other elements in the DT system, 
hiding the peculiarities of the respective data sources. Each 
wrapper is therefore custom developed for a designated data 
source. The wrapper components enable SN services and DTs 

CPT: Cape Town Station; CLM: Clairmont Station; SRX: 
Salt River Substation; MB3JK2: a track inspection service. 
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to make standardised data requests to any data source 
(regardless of the source's interface specifications) through 
the associated wrapper. This approach enhances the vender-
neutrality and scalability of the DT system. 

To limit the amount of custom development required for 
the wrapper components, each wrapper’s functionality is 
limited to: monitoring its data source for new data; 
broadcasting a notification to all listening/subscribing 
components when new data becomes available in the data 
source; and responding to data requests from other 
components in the DT system.   

Changes in a specific data source would thus only require 
changes to that data source’s wrapper component, instead of 
having to change the entire DT system’s communication 
channels or changing the interfacing code for all the DTs that 
require data from that data source. 

Queries to data sources often involve large data transfers, 
incurring significant latencies. The wrapper, therefore, 
contains a temporary, local storage component to store a 
mirror of the data source every time it is checked for new 
data. This reduces the number of repeated queries that need 
to be made to the data source, thereby reducing the overall 
latency of data ingestion into the DT system.  

Wrappers also present a means through which SN 
services can interface with other services or DB outside of the 
DT system. The wrapper layer therefore also provides the SN 
with a standardised interface to external data sources, 
enhancing modularity and ease of system maintenance. 

4.4 Digital Twin Aggregation Hierarchy 
The DT hierarchy maintains the digital representation of the 
physical entities. The choice of infrastructural elements to be 
represented by a DT is determined by the stakeholder 
requirements. In this paper, the DTs were selected and 
grouped based on infrastructural domain type and physical 
proximity – parameters of interest in the execution of 
maintenance.  

A DT should maintain knowledge of its own scope of 
reality and the relevant domain knowledge associated with its 
physical counterpart. This is done by the DT maintaining an 
inherent knowledge of where the data for the entity that it 
represents can be accessed (e.g. from its own storage or from 
another data source), and the relationships between the data 
(e.g. which kilometre values on a certain railway corridor 
relate to which latitude and longitude values). 

Each DT maintains this knowledge of its data in Layers 3, 
4 or 5 of SLADTA (depending on whether and how the data 
is stored) and provides the data as information by means of 
services through Layer 6. A DT can also provide static data, 
such as its attributes (e.g. the date of entity installation, the 
entity’s OEM, etc.).  

The DT can be configured to obtain data through either of 
the general approaches mentioned in literature: data 
federation or data warehousing [33]. The former would be 
used in the case where the DT does not store the data itself, 
but rather maintains knowledge of where the data is stored 
and how it relates to other data. In such a case, data is then 
gathered upon service request. Data warehousing, on the 
other hand, is where the data is gathered for storage. This is 
typically done to duplicate data from sources for which the 

long-term accessibility of data might be in doubt. When 
dealing with large quantities of data, one might also want to 
opt for data warehousing instead of data federation, since the 
transfer of large quantities of data over the network, between 
various components, might incur significant latencies – as is 
e.g. discussed in Section 5.3.  

The concept presented here employed data warehousing 
when obtaining data directly from the wrappers, storing 
(duplicated) the data that they got from the wrappers in a DB 
in the DT's Layer 5. Data transfer from a non-wrapper 
component to any other component in the system, however, 
employed data federation. 

4.5 Services Network 
The SN is typically implemented as a service-orientated or 
microservices architecture, possibly utilising a service 
orchestrator. The SN is intended to provide to users 
information that is derived from (i.e. integrated, processed or 
analysed) the data present in the DT Hierarchy, e.g. to satisfy 
the user requirements for the management of the physical 
system. Although it is not shown in Figure 1, the SN can also 
access data unrelated to the DT hierarchy's reality reflection, 
such as weather forecast data or financial data. 

4.6 User Interface 
The implementation of the UI is highly application-specific 
and therefore the DT system concept encapsulates those 
details in the UI component and requires that the 
communication between the UI and the DT system utilises 
the SG.  However, the UI and the services (DT and SN 
services) are closely interlinked because the destination of the 
information requests (i.e. the services) should to be indicated 
in the message that is sent from the UI.  

4.7 Inter-component Interaction 
Components within the DT system interact by exchanging 
messages through the sequence illustrated in Figure 2.  

 

Figure 2 The basic interaction sequence for information 
exchange [30] 

Every component (other than the SG itself) will, upon 
start-up, be provided with both its own Interaction 
Information Set (IIS) and the IIS of the SG by the 
configuration file. The IIS contains the information required 
for interaction with the component in question, such as socket 
address (IP address and port number where the component is 
hosted) and authentication information. The SG is initiated 
with knowledge of the IISs of the MS.  
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The basic interaction sequence occurs when a component 
requesting information (the requestor) wants to obtain 
information from a component that can provide the 
information (the respondent).  Note that components can 
serve as both requestors and respondents. The sequence is 
initiated by the requestor sending to the SG a message that 
specifies three key-value pairs: the identity of the desired 
respondent (i.e. the name/id of the component that should 
provide the requestor with information); the management 
service where the IIS for this component can be found; and 
the service requested from it (i.e. the information that it 
should provide). This is indicated by step (1) in Figure 2. 

The SG then queries the specified management service for 
the respondent’s IIS (steps 2 and 3), after which the SG then 
also requests the respondent to provide information through 
the specified service (step 4). Respondents will then perform 
the service and provide the SG with the result (step 5), which 
the SG passes on to the requestor.  

However, it might be necessary for the respondent to 
query other components while performing its service. In this 
case, there are two types of interactions: inter- and intragroup 
interactions. With intergroup interactions, the interaction(s) 
occur between components in different areas of the system, 
such as between the DT hierarchy and MS, or between the 
DT hierarchy and the SN. Intragroup interactions occur 
between components within the same group, such as between 
components within the SN, or between components within 
the DT hierarchy.  

An example of intragroup interactions is where a given 
SN service requests information from the same SN services 
every time. This is opposed to the intergroup interactions 
required when “SN service A” requests information from 
“DT A” for one query, but for another query requires 
information from “DT B” instead. 

The two types of interactions are differentiated based on 
the intensity of interactions. Intragroup interactions are 
characterised by the same set of components interacting with 
one another repeatedly, leading to interactions that generally 
occur much more frequently and are more predictable than 
intergroup interactions. 

Due to the frequency of interactions involving the same 
components, intragroup communications are designed to 
request the IIS of the responding component only once, after 
which the requestor can store the IIS of that component. By 
storing the corresponding components’ IISs, the latency for 
consecutive interactions involving the same components is 
reduced. The reduced latency for consecutive interactions 
between components within the same group subsequently 
accumulates to significantly decrease the latency for the 
entire system.  

The less predictable intergroup interactions, on the other 
hand, will have to request the SG repeatedly for the ISS of 
the responding component.  

5 Case Study Implementation 

5.1 Service Specifications 
For the case study implementation of the above DT system 
concept, the PRASA department described in Section 2 was 

the primary stakeholder. PRASA staff indicated several 
needs related to the integration of data and the display of 
integrated information regarding a specific asset or asset 
group. This section discusses the demarcation and 
specification of service functionality to meet those needs in 
the case study. The means through which information is 
exchanged between different components in the DT system, 
along with an example case, are presented in Section 5.2. 

As discussed in Section 4.1, information provided by the 
UI to the user is obtained from either DT services, SN 
services or a combination of DT and SN components. The 
needs of PRASA outlined in Section 2 were therefore used to 
formulate the DT services in Table 1 and the single SN 
service shown in Table 2, as a typical example of such 
services. The system requirements stipulated by the 
stakeholders were selected and addressed as summarised in 
Table 3. 

Table 1 Implemented digital twin services 

Service 
ID 

Service description 

DT-S1 Provide the operational state of the queried DT. 
DT-S2 Provide users with the usability of the infrastructural 

elements that form a part of the queried DT. 
DT-S3 Provide the locations (coordinates) where the most 

recent measurements of selected parameters exceed 
their typical thresholds.  

DT-S4 Provide the number of measured instances for which 
the queried parameter(s) exceed their typical 
thresholds, for a user-defined timeframe. 

   

Table 2 Implemented services network services 

Service 
ID 

Service description 

SN-S1 Provide a comparison between assets or asset groups, 
of the latest number of measured instances where the 
queried parameter(s) exceed their typical thresholds. 

   

Table 3 Stakeholder requirement satisfaction 

Stakeholder requirement Case study functionality 

Insight into most critical 
maintenance tasks 

Map and usability services 

Perspective of available 
equipment at the time of 
maintenance scheduling 

Available equipment service 

Central storage for all 
infrastructure data 

PostgreSQL DB 

More value from current data 
(data analytics) 

SN architecture 

Digitised reporting systems Not included 

The term usability, mentioned in DT-S2 of Table 1, 
requires some explanation. For an asset to be usable for train 
operations, it needs to be both operational and accessible by 
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the train. It will only be accessible if all the infrastructural 
elements that might prohibit trains from reaching that asset 
are also operational (thereby enabling the train to pass). The 
usability of an asset can therefore be described by the 
following logical expression: 

𝑈𝑠𝑎𝑏𝑖𝑙𝑖𝑡𝑦 ൌ ሺ𝑂𝑝𝑆𝑡𝑎𝑡𝑒𝑆𝑒𝑙𝑓ሻ&&ሺ𝑂𝑝𝑆𝑡𝑎𝑡𝑒𝑅𝑒𝑙𝑎𝑡𝑒𝑑𝐼𝑛𝑓𝑟𝑎ሻ 

where OpStateSelf refers to the operational state of the 
infrastructural element itself, and OpStateRelatedInfra refers 
to the operational state of the infrastructural elements that 
determine the accessibility of the infrastructural element in 
question. Note that implementing this service, therefore, 
requires some domain knowledge on what elements are 
critical to accessibility. 

5.2 Information Request Sequence 
To demonstrate the use of the interaction sequence described 
in Section 4.7, this section provides a chronological 
discussion of the interactions required by a typical service, 
i.e. the service that compares the number of threshold 
exceedances of the electrical infrastructure with the 
exceedances of the ballast. The various interactions are 
illustrated in Figure 3.  

 

Figure 3 Interactions for comparison service implementation 
[30] 

A total of five basic interaction sequences can be seen in 
Figure 3. The letters indicate distinct interaction sequences, 
and the numbers next to the letters indicate the step in each 
of the respective basic interaction sequences (as explained in 
Section 4.7). For example, “A.3” indicates the third step in 
the first interaction sequence initiated.  

Note that interactions A, B and E are intergroup 
interactions, whereas interactions C and D are intragroup 
interactions. Here it can be observed that the electrical DT 

does not ask for the IISs of the catenary DTs again; instead, 
the catenary DTs are queried directly from Layer 6 of the 
electrical DT. It can do this because the IISs of the two 
catenary DTs have been stored in its own temporary storage 
layer (Layer 3 in SLADTA) from previous interactions.  

A service request is initiated when the user requests 
information about the comparison between the two 
infrastructural elements from the UI. This initiates basic 
interaction sequence A. The back-end of the UI then 
communicates to the SG that the SN-service labelled 
“ExceedCountComparator” (ECC) is requested (A.1). The 
SG then  obtains the IIS of the ECC service from the SD (A.2-
A.3), creates a Socket.io connection to the ECC service, and 
requests the comparison (A.4).  

Upon receiving this request, the ECC service first needs 
to obtain the number of exceedances from the Electrical DT 
(B.1-B.6); thereafter, it should also obtain the number of 
exceedances of the Ballast DT (E.1-E.6) before it can perform 
its own function of comparing the two and populating the UI 
with a resulting string (A.5).  

The number of threshold exceedances are provided to the 
requesting component, through the DT-S3 service (refer to 
Section 5.1) within the DTs’ Services Layer (Layer 6). 
Interaction sequences B and E are similar. However, 
sequence B will take slightly longer to perform, since the 
Electrical DT would first need to perform two additional 
intragroup interactions (C and D). Note that interactions C 
and D do not require the SG, since these are intragroup 
communications - the IIS of the “child” DTs are already 
known to the requesting DT. 

5.3 Further Implementation Details 
For the case study, the UI was implemented using the Svelte 
web framework (using JavaScript, HTML and CSS) and all 
other components were implemented as a distributed Python 
program, packaged with all its dependencies into a single 
Microsoft Windows executable file. Socket.io was used for 
communication between all components in the system, with 
predefined event names and JSON messages with a 
predefined data structure used for communication. A locally 
hosted PostgreSQL DB was used for Layer 5 long-term 
repositories. 

A JavaScript Object Notation (JSON) configuration file 
was used to specify the network address, data source(s), 
component relationships and the threshold values of system 
components upon start-up. For the case study 
implementation, changes to these properties require a restart 
of the DT system to take effect, but a more mature 
implementation could include "hot updating" capabilities. A 
JSON configuration file also contained static information for 
each DT, e.g. the date of entity installation, the entity’s OEM, 
etc. 

6 Evaluation 
An evaluation of the DT system concept, as implemented for 
the case study, is presented in this section. The DT system’s 
ability to meet users’ information requirements and 
contextual requirements is evaluated by first validating the 
system operation – confirming that all the services described 
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in Section 5.1 can be performed. Thereafter, the system's 
reconfigurability (i.e. the system can adapt to changing 
contexts) is evaluated. This section concludes with a broader, 
qualitative evaluation that, inter alia, considers how widely 
the case study results are expected to be applicable. 

This validation and performance evaluation is based on 
three sets of tests during which each of the Python 
components was run as a separate thread, with the total set of 
components distributed across two computers. A third 
computer was also included in the reconfigurability 
evaluation. Further details and figures of the evaluation can 
be found in [30]. 

6.1 Validation of Service Execution - Tests   
The performance of service execution was validated in two 
tests, which focused respectively on the system response time 
and system behaviour in case of data loss. 

6.1.1 Response Time 
The response time was determined, and verification of the 
system’s ability to provide the services stipulated in 
Section 5.1 was performed, by requesting the entire available 
range of services from a variety of DTs (as summarised in 
Table 4). The output on the UI served to provide verification 
of service-provision, and the response times were calculated 
as the period from user-request to output-display.  

Table 4 Services performed to test system functionality 

Service Viewpoint(s)/Query target(s) 
 Case 1 Case 2 Case 3 

Operational 
state 

Left Rail  
0-5 km 

Catenary 
SRX-CLM 

Ballast 

Usability state Track Perway Electrical 
Map of 
Exceedances 

Track Perway Electrical 

Chart of 
Exceedances 

Track Perway Electrical 

Exceedance 
comparison 

Track &  
Ballast 

Catenary 
SRX-CLM 
&  
Catenary 
CPT-SRX 

Perway &  
Electrical 

The Map of Exceedances, Chart of Exceedances and 
Exceedance Comparison services are all applied to filter for 
where the condition parameters exceed 1% of their respective 
thresholds. The historical data inspected (through the Chart 
of Exceedances service) considers the period of 1 January 
2019 to 30 July 2022. Each of the three cases was queried six 
times for each service.  

The tests illustrated the successful completion of all the 
services shown in Table 4. The outputs to the UI, having been 
verified with individual filters applied to the raw Microsoft 
Excel data, serve to verify that the services performed the 
intended function of displaying visual results upon request.  

Figure 4 shows a plot of the response times, excluding the 
response times for the operating condition and usability of the 
infrastructure. The omitted response times were less than 1 
second. 

6.1.2 Operation amidst Original Data Loss 
The developed DT system should be robust to scenarios 
where the original data source becomes unavailable while the 
DT system is in operation - such as when data is corrupted, 
or a proprietary data provider terminates its contract with 
PRASA. To handle such a scenario, the DT system concept 
duplicated the original data from the data sources in a 
PostgreSQL DB.  

For the experiment, the DT for the SRX-CLM catenary is 
queried to provide a chart that illustrates the number of 
measurements that exceed the allowable threshold by more 
than 1%, for the period of 1 January 2019 and 30 July 2022.  
To simulate the removal/disappearance of the original data, 
the data table that represents the data source for which the 
MB3JK2_OHTE_Exceedances wrapper is responsible, is 
deleted while the system is running. This makes the 
“original” data (i.e. in the source) unavailable to any entity 
that did not duplicate it in a different storage location.  

The continued availability of the data in the system was 
then tested by performing the same query before and after 
deleting the source data. The output to the UI before and after 
removing the original data source provided the same result, 
with the graph on the output of the UI plotting the same dates, 
with the same number of exceedances calculated.  

 

 

Figure 4 Service response times [30] 

6.2 Validation of Service Execution - 
Discussion 

6.2.1 Service Response Times 
Figure 4 shows most services achieving response times 
around 20 seconds, which is slow. Only the operational and 
usability services performed in the millisecond range. A first 
possible explanation for the slow response is the 
communication delay induced by subsequent queries made 
by the services to other system components - more queries 
generally corresponded to slower response, with each query 
involving multiple steps, as shown in Figure 2. However, the 
usability service (performing in the millisecond range) often 
had to make the same number of queries, or more, than its 
slower-performing peers. 

A second possible explanation would be the processing 
time required. One distinguishing factor between the fast and 
slow performing services is that the operational and usability 
services did not have to process any measurement data. A 
correlation is also observed between the volume of the data 
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to be processed by the other services. The electrical DT had 
to process significantly less data for its services than the other 
two DTs. The average number of records ingested per DB 
update by the catenary DTs, “feeding” the electrical DT, is 
153. In contrast, the average number of records ingested the 
track, ballast and rail DTs are more than 47 000 each. It is 
thus postulated that the bottleneck causing slower service 
response came from the large DB queries, and the processing 
time required to filter and manipulate those records.  

Another possible contributing factor is that each 
component in the architecture ran in its own thread and that 
the performance was degraded by the large number of 
threads. 

Future work should evaluate whether it is better to pre-
calculate and store the results, so that services do not need to 
recalculate or process all of the data every time that they are 
queried. The additional storage requirements will have to be 
traded off against the lower latencies. 

6.2.2 Operation amidst Original Data Loss 
The test and results reported in Section 6.1.2 illustrate that the 
system can still obtain data from its own DB even when the 
original data is unavailable. When data is thus duplicated 
within the DT system, it does not matter what happens to the 
original data source – the data will be contained in and 
accessed from the DT system itself.  

The decision to duplicate the data was made for this case 
study. However, it is not a prerequisite to the proposed 
architecture, and it should be noted that duplicating data in 
such a way requires careful consideration of the advantages 
and disadvantages of creating and maintaining such storage. 

6.3 Validation of Reconfigurability - Tests 
The reconfigurability of the system is evaluated through a 
consideration of the complexity of reconfiguration. Here, 
complexity is evaluated by quantifying the lines of code or 
configurations to be modified/added/removed for a specific 
reconfiguration action, and the time taken to complete such 
an action. 

6.3.1 Reconfiguration test I: Changing physical 
Infrastructure 

This test simulates a scenario where a piece of the catenary 
wire from Salt River substation to Claremont substation is 
stolen, vandalised, or broken, causing the entire catenary wire 
to be replaced. The stakeholders require that the data from the 
“retired” asset needs to be retained for use in prognostics and 
health monitoring applications that might be developed in the 
future. The test determines the effort required by the system 
configurator and developer to adapt the DT system 
accordingly. 

The system configurator will be responsible for adapting 
the DT hierarchy to reflect the change in physical 
infrastructure brought about by the removal and replacement 
of the catenary wire. Because the data should still be 
available, the only change that is required to the old DT is to 
remove its data acquisition links to the data sources in the 
system configuration file. This DT now represents the asset 
in its last known state – not obtaining any new information.  

A DT that represents the new catenary wire should now 
be specified in the configuration file. Since the catenary DTs 
are all similar in configuration, this could be done by just 
reusing code from another (functioning) catenary DT and 
making only minor changes.  

Having performed these modifications in the 
configuration file, the system configurator will restart the 
system. 

The time taken and lines of code changed in the 
reconfiguration tests are given in Table 5. It should be noted 
that this reconfiguration requires no changes to the source 
code of the system, but only to the configuration file. The 
system downtime, which is counted from when the system is 
restarted until all the DTs have registered themselves, was 
just under 3 minutes. 

Table 5 Reconfiguration test results: changing physical 
system configuration 

Reconfiguration 
performed 

“Removing” old 
catenary DT 

Adding new 
catenary DT 

Configurator time 2 minutes 3 minutes 

Lines of configuration 
code manipulated 
(Copied; Modified; 
Added) 

0; 1; 10 70; 4; 0  

 

6.3.2 Reconfiguration test II: New user information 
requirements, without new data 

System reconfiguration to meet changing user requirements 
can be separated into two scenarios, as presented in this 
subsection and the following one. The first scenario is where 
a new perspective on data already captured by the DT system 
is required. The scenario used for the test was that executive 
management required a combined view of the perway and 
electrical railway infrastructure between Cape Town and 
Claremont.   

For this scenario, a new DT was created to provide the 
new perspective. Adding a new DT here followed the same 
procedure as described in the previous section, except that 
here the new DT was configured to run on a different 
computer than the old DTs to also evaluate the distribution 
capabilities of the concept. This reconfiguration required 
only additions to the configuration file (no source code 
changes or other configuration file manipulations). 

The quantitative results are summarised in Table 6. The 
changes did not require any source code changes and 
therefore no developer time. System downtime (from restart 
until completed registration of all components) was slightly 
under 4 minutes. 

Table 6 Reconfiguration test results: changing user 
requirements, without new data 

Quantitative metric Metric 
value 

Configurator time (minutes) 5 

Lines of configuration code copied, modified 
and added 

28; 6; 0 
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6.3.3 Reconfiguration test III: New user information 
requirements, with new data 

The second system reconfiguration scenario is where 
completely new information is required and that information 
relies on a new external data source. In this scenario, the 
planning office desired a service with which they can view 
the available maintenance tools/materials for any entity in the 
DT hierarchy. The available maintenance tools/materials are 
tracked on a MS Excel file that is manually updated and 
stored locally on a computer that is used for the DT system.  

In this scenario, a new SN service was added. This new 
SN service was configured to run on its own on a third 
computer. A new DT service also had to be added in the DT 
source code, to provide the new SN service with the 
infrastructural domain that the DT forms a part of, because 
the SN service needs this data to establish the available 
materials. The infrastructural domain of each DT was added 
as an additional parameter to its configuration file.  

To make the materials DB accessible to the DT system, a 
new wrapper component that interfaces with the materials DB 
was developed. The new SN service queries a DT to ask it for 
its infrastructural type and, subsequently, queries the newly-
developed wrapper to request which materials are available 
for that domain. The result is then provided to the UI. 

For this reconfiguration, the system developer had to 
develop three new components: the SN service, the DT 
service, and the wrapper. The addition of the new 
components required modifications to the configuration files, 
which could be done by a system configurator. The 
corresponding quantitative metrics are given in Table 7. As 
in the previous test, system downtime (from restart until 
completed registration of all components) was slightly under 
4 minutes. 

Table 7 Reconfiguration test results: changing user 
requirements, with new data  

Quantitative metric Metric values 

Wrapper SN 
service 

DT 
service 

Configurator time 
(minutes) 

7 

Lines of configuration 
code copied, modified 
and added 

9; 4; 0 
 

7; 4; 0 
 

10; 0; 1 
 

Developer time 
(minutes) 

15 135 1 

Lines of source code 
affected 

102 126 4 

  

6.4 Validation of Reconfigurability - 
Discussion 

The reconfigurability tests illustrated the value of a 
significant feature of the DT system concept, i.e. that each 
DT and each service operates as a separate holon [34]. These 
holons are autonomous and independent of other 
components, though also loosely coupled and cooperative - 
sending or responding to asynchronous messages containing 
data, information, requests, etc. The modular DT hierarchy 

and SN services allow for an intuitive subdivision of 
concerns, which simplifies reconfiguration. 

The first reconfigurability test (Section 6.3.1) shows that 
the DT hierarchy's role to reflect the physical reality of 
infrastructural network, with a clear mapping from physical 
assets to DTs (another feature of the holonic approach), 
simplifies the introduction of a new “area” of concern. 
Representing a new physical aspect similar to previous ones 
or removing a physical aspect merely requires changes to 
configuration files. 

This holonic nature simplifies the reconfiguration of the 
DT system in a number of ways: Changing user needs, in 
terms of the information they require, can be accommodated 
by providing new services in the SN, by adding DT services 
or by adding new DTs that aggregate data for a new 
perspective. Section 6.3 gives examples of all of these system 
changes. Physical infrastructural changes, such as the 
removal of infrastructure, can easily be implemented by 
“retiring” DTs from the system through configuration file 
changes (as illustrated in the first reconfiguration test, 
reported in Section 6.3.1). Similarly, adding physical aspects 
similar to ones previously included, can be mirrored in the 
DT hierarchy by adding another DT through configuration 
file changes. The test in Section 6.3.3 show that changes in 
data sources (e.g. a new company is contracted to provide 
additional data on the condition of a piece of infrastructure 
that already has a DT component in the system) can be 
accommodated by adding wrappers to the system and 
configuring these wrappers to be data sources to the existing 
DTs. These changes all affect only the components directly 
involved, and the rest of the DT system can be left untouched. 
As illustrated in the reconfiguration tests, these 
reconfigurations also require limited, if any, changes to the 
system source code. 

Section 6.3 therefore shows how the DT system concept 
allows for new and different stakeholders' concerns to be 
easily accommodated. The ability to provide these different 
perspectives that overarch typical system or organisational 
boundaries was appreciated by the PRASA staff to whom the 
results were presented. 

The holonic behaviour can also be exploited by letting the 
different components of the DT system run as different 
processes (on the same or different computational hardware) 
or as different threads on the same hardware. The system 
components can thus easily be distributed across 
computational resources. This is proven in the 
reconfiguration tests (Section 6.3), where a new DT and a 
new SN service were run on other computers that were not 
included in the system implementation before.  

Even though the DT system had to be restarted to effect 
these changes, the overall downtime can be considered 
minimal given the low frequency at which this data is 
typically required.  

6.5 Qualitative Evaluation 
For the DT system to be generally applicable to a larger 
network (and not just to the selected sections of infrastructure 
of PRASA in the Western Cape), it needs to be both scalable 
(accommodate more DTs and more services), and able to 
provide DTs for physical elements that might not have been 



A Digital Twin System for Railway Infrastructure 

 

 
R & D Journal of the South African Institution of Mechanical Engineering 2023, 39, 23-34 

http://dx.doi.org/10.17159/2309-8988/2023/v39a3 
http://www.saimeche.org.za (open access) © SAIMechE All rights reserved. 

32

encountered in the case study. The latter factor is referred to 
as the “representativeness” of the case study. 

Even though the performance of a significantly scaled 
system was not evaluated, the reconfigurability evaluation in 
Section 6.3, where new services and DTs were added to the 
system, showed that it requires little development effort to 
add more infrastructure and/or services. Because the DT 
system can run distributed over many computers, 
performance is unlikely to limit scalability. 

The reconfigurability evaluation also shows that the DT 
system concept does not predetermine the actual 
infrastructure to be represented. Rather, in an 
implementation, the significant considerations are (a) the 
data acquisition method, i.e. whether data warehousing or 
data federation is used, or a combination of these; and (b) the 
data sources that need to be integrated for the DT of that 
specific infrastructural element and, specifically, their 
interfaces, and the structure and types of the data they 
provide. Therefore, the representativeness of the case study 
depends on the representativeness of its data acquisition 
methods and data sources. 

In terms of data acquisition, the case study illustrated 
three approaches: Only data warehousing was used for the 
rail, ballast and catenary DTs; only data federation was used 
for the perway and electrical DTs, and for the section DT 
added in the reconfiguration test in Section 6.3.2; and a 
combination of data warehousing and data federation was 
used for the track DT. 

The data sources that were queried varied in terms of their 
interfaces and the types of data that they provide. Three types 
of interfaces were implemented in the DT system concept and 
the tests: SQL queries to a PostgreSQL DB; REST-API 
queries to a simulated (Flask) web server; and reading from a 
local Microsoft Excel file (the materials “database”). Though 
this range is not extensive, it is more than what is typically 
encountered currently for PRASA’s data. The second 
reconfiguration test also illustrated that new interfaces could 
be created when required. 

The case study shows that data can be integrated in spite 
of these different interfaces and datatypes. For example, the 
ballast DT integrates data from a wrapper that obtains data 
through SQL queries, as well as from a wrapper that obtains 
data through a REST API. Similarly, data is extracted from a 
single data source to multiple DTs: both catenary DTs obtain 
their data from the same wrapper, and the rail DTs obtain 
their data from another wrapper, different from that of the 
catenary DTs’. In contrast to this, the track DT obtains 
location data (latitude, longitude and distance from Cape 
Town station) from its constituent rail DTs, while the 
condition or geometry of the track is provided by the wrapper. 
The case study, therefore, shows that the DT system concept 
can integrate data from different external sources and/or DTs.  

In summary, the representativeness of the case study is 
not based on the selection of physical infrastructural 
elements, but rather on their characteristics in terms of the 
data sources encountered and integrated. This broadens the 
scope of applicability notably, since the case study would be 
representative of any case where these data source, interface 
and integration challenges exist. Therefore, it can be 
concluded that the DTs in the system concept provide a 

representative case for a railway infrastructure network like 
PRASA’s and even other contexts where data from diverse 
data sources need to be consolidated in the creation of a DT 
system. 

The case studies used maintenance decision support as 
target application and showed that the DT system concept is 
well suited for such applications. However, the decision 
support provided was not unique to maintenance and the DT 
system concept should also be able to support other decision 
making that will benefit from integrated information on 
railway infrastructure. 

In contrast to typical DT implementations in 
infrastructure reported to date, the DT system presented here 
uses a vendor-neutral approach. None of the technologies 
used to implement the DT system is vendor specific and many 
alternatives are available for developers. This vendor-
neutrality ensures that the architecture can be used in 
different contexts, and implemented in various ways, and 
prevents it from being excluded from consideration by 
organisations that already implement proprietary software 
systems. 

7 Conclusion and Recommendations 
This paper presents a DT system concept aimed at 
representing railway infrastructure and supporting data-led 
decision making. The concept is developed and evaluated 
using a case study context of supporting maintenance 
decisions, but the concept can be more widely applied. 

The DT system comprises primarily a wrapper layer that 
interfaces with external data sources, a DT hierarchy that 
maintains a digital reflection of the physical reality and 
services that generate information for decision support, using 
the data in the DT hierarchy. Each service can be either 
directly associated with a DT or can form part of a network 
of services. The DT system serves users through user 
interfaces that communicate with the rest of the system 
through a gateway. 

The paper presents case studies that demonstrate that the 
DT system concept supports maintenance decisions for 
PRASA's railway infrastructure network. The case studies 
also show that the concept is amenable to reconfiguration as 
the physical system changes or scales and as user 
requirements develop, with minimal changes to the system 
source code. The reconfiguration case studies further 
demonstrated that the modularity and holonic nature of the 
DT system allow distribution across several hardware 
devices. 

The DT system concept presented here adds to the 
growing body of knowledge in the field of DTs in the context 
of railway infrastructure. Two of the features of the presented 
concept that is in contrast to other implementations in 
literature are: Firstly, this DT system uses vendor-neutral 
software and is amenably to incremental development. 
Secondly, the DT system concept can facilitate the 
integration of data from different data silos, instead of 
replacing existing information systems. These two features 
minimise barriers to the adoption of the concept and 
contribute to the applicability of the DT system concept in a 
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wide variety of contexts, beyond maintenance management 
of PRASA railway infrastructure. 

The natural decomposition of the complex system into its 
constituent components, coupled with the extensibility of the 
architecture, was particularly attractive for the PRASA staff 
who evaluated the end result. The architecture enables them 
to add new perspectives to the system, thereby obtaining new 
and different insights into data that was previously isolated as 
a result of system or organisational boundaries. The 
modularity also enables distributed operation – across several 
hardware devices, as has been tested in this implementation. 

Further research is, however, required to reduce the 
service response times. The adoption of such a system in a 
commercial setting would also require the verification of the 
computational and network characteristics of the deployment 
context. Data security and data-handling policies may have to 
be adapted, while also ensuring network safety and security. 
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