


in association with mineral processors, the first author has
rarely seen replicate size analyses carried out with the
objective of measuring the accuracy (or at least the precision)
of the sizing method. Without this information, the detectable
bias in a bias test based on size distribution cannot be
reliably estimated. The same is true of tests based on chosen
analytes. For the masses used for each pair of samples in the
bias test, the total sampling plus preparation plus analytical
variance and the covariance between the analytes must be
quantified before the detectable bias can be estimated. 

The issue of using Hotelling tests in a robust manner is
under study by Lyman and Lombard. The issue of estimating
both absolute bias and bias of scale for individual size
fractions or a set of analytes is being studied by Lyman.
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Figure 3—Box plots for samplers: Top left: belt end; top right: hammer 1; bottom, hammer 2. Size fraction 1 is +25 mm and fraction 8 is -6.3 mm. Note the
difference in vertical scales on the plots
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Table A1-I

Data from bias test

Sample Initial Mass % in fraction
mass

(g) +25 25 x 20 16 x 20 12.5 x 16 9.5 x 12.5 8 x 9.5 6.3 x 8 -6.3

H1 Sample 1 106890.7 9.182651 13.80045 13.01778 16.95077 20.31739 11.681 10.16693 4.883025
H2 Sample 1 96893.6 9.620759 12.10317 11.486 19.34173 22.55536 9.946787 9.824178 5.12201
BE Sample 1 122211.4 7.983216 11.48379 13.11072 16.53864 20.79912 12.404 11.29723 6.383283
BC Sample 1 131795.2 7.007691 13.87979 13.16315 15.93283 20.37146 12.72854 11.51195 5.404597
H1 Sample 2 116468.7 9.180664 14.11761 13.22973 17.38922 19.04486 10.68244 10.76032 5.595151
H2 Sample 2 107837.8 9.418404 11.02025 10.07365 18.29831 22.62574 12.23078 10.80706 5.525799
BE Sample 2 129272 7.643186 11.15145 13.84646 16.28419 20.89927 11.54225 11.54643 7.086763
BC Sample 2 151180.6 6.729567 11.78438 12.92679 16.70472 21.61607 12.36878 11.77115 6.098534
H1 Sample 3 63533.6 13.29722 18.56608 12.31726 14.04312 16.99762 9.533381 9.210717 6.034602
H2 Sample 3 92819.7 13.56005 12.81862 7.972984 14.46708 21.70035 11.95393 10.79361 6.733377
BE Sample 3 107154 10.85802 13.96607 11.38558 15.56097 19.11277 11.35123 10.63544 7.129925
BC Sample 3 119238.9 11.41934 14.18354 12.75129 13.96549 18.55217 11.23291 10.45892 7.436332
H1 Sample 4 80191.7 10.08758 14.99557 13.12243 13.70616 18.13679 11.1529 12.43346 6.365123
H2 Sample 4 96437.1 8.774424 10.64217 9.684447 15.13277 25.26165 11.78219 12.68132 6.041036
BE Sample 4 111628.5 7.796127 12.11232 13.49593 14.60765 19.97859 11.9723 13.03941 6.997675
BC Sample 4 105801.8 6.677864 10.44103 13.24221 16.93884 20.69747 12.45366 13.59249 5.95642
H1 Sample 5 95208.5 13.05923 12.94412 12.10092 17.38847 19.87669 10.60231 9.890609 4.137656
H2 Sample 5 97659.5 13.64138 11.41589 7.838357 18.96969 23.00903 11.29445 9.522371 4.308849
BE Sample 5 108957.2 11.11813 12.7328 12.61569 15.89101 20.23629 11.46312 10.35875 5.584211
BC Sample 5 118741 10.55086 12.05321 12.64391 19.90635 20.60527 10.75366 9.530491 3.956258
H1 Sample 6 80443.7 23.98808 18.1517 12.17671 11.54447 14.27433 8.095103 7.751135 4.018463
H2 Sample 6 93998.4 23.9652 16.39539 10.05751 11.8202 15.85101 8.94079 8.263864 4.706038
BE Sample 6 110978.6 21.62372 18.09862 11.08313 12.45051 14.45774 8.550117 8.019384 5.716778
BC Sample 6 113439.8 22.05355 19.17325 12.30194 11.78043 13.8707 8.328118 8.226566 4.265434
H1 Sample 7 101970.7 15.92889 16.97664 11.37954 12.15388 16.4409 10.02965 11.05602 6.034479
H2 Sample 7 110455 18.22561 15.86447 9.741343 12.88733 17.05835 9.69182 10.76022 5.770857
BE Sample 7 118381.2 16.01175 14.28419 11.18328 14.57715 15.40388 11.89902 10.64358 5.997152
BC Sample 7 120593.7 15.74875 15.38463 12.29815 14.7686 17.736 9.74769 9.456547 4.859624
H1 Sample 8 96406.8 13.25166 17.58932 11.46071 13.05582 16.54406 11.35646 10.96614 5.775837
H2 Sample 8 106661.3 16.47917 10.15176 8.901917 14.80481 19.91866 12.13055 11.77831 5.834825
BE Sample 8 119804.4 12.34562 13.09676 12.48819 13.7818 17.68975 11.09183 12.06049 7.445553
BC Sample 8 122111.3 11.88948 13.94416 12.65952 14.65827 18.92601 10.75879 11.2621 5.901665
H1 Sample 9 73585.5 11.61003 14.42703 11.08112 13.34652 19.19563 12.78078 10.97716 6.581731
H2 Sample 9 98025.6 12.82451 12.79635 8.645293 13.9078 20.03864 12.23282 12.80614 6.748441
BE Sample 9 107699.7 11.46224 11.65351 12.37153 14.35909 19.43432 11.17905 12.34005 7.200206
BC Sample 9 112416.7 10.00101 10.89509 11.21631 14.66401 21.12782 13.15481 12.5541 6.386862
H1 Sample 10 75343.8 11.45482 12.9716 10.66936 16.68034 18.95591 10.73134 12.26471 6.271916
H2 Sample 10 103269.6 12.07974 9.81189 9.004392 16.50447 22.1863 11.89314 12.17735 6.342718
BE Sample 10 116373.3 9.90442 10.73537 11.29898 15.71314 21.13045 12.10742 12.04108 7.069147
BC Sample 10 117126.8 9.956048 10.76568 10.04569 18.0226 23.45108 12.19593 9.884672 5.678291
H1 Sample 11 77859.4 13.99934 10.84609 11.26184 15.25031 18.18997 10.67591 12.52283 7.253716
H2 Sample 11 104637 13.42948 9.466154 9.431081 13.44763 20.29942 13.21378 13.2672 7.445263
BE Sample 11 118804.5 11.75275 10.44304 11.67464 14.89211 21.25551 9.945415 11.93246 8.10407
BC Sample 11 129356.5 9.756139 11.10729 10.45537 14.90965 20.70735 11.76617 13.9533 7.344741
H1 Sample 12 59259.5 17.46555 11.21761 9.152963 12.36392 17.96134 11.50432 13.40241 6.931884
H2 Sample 12 95509.2 15.06808 7.451324 7.680098 17.36775 23.43575 11.8041 11.48549 5.707408
BE Sample 12 95468.5 12.75363 11.01777 9.285052 14.887 19.02586 11.5349 13.91328 7.582501
BC Sample 12 113510.4 13.67593 8.808444 10.47957 13.80587 19.30396 12.0196 14.01246 7.894167
H1 Sample 13 102442.6 17.9318 13.98412 9.529336 14.25559 18.28985 9.729741 10.63991 5.639646
H2 Sample 13 112105.7 14.84037 9.613963 6.479064 18.11139 23.55563 11.18016 10.74361 5.475814
BE Sample 13 129651.8 17.22876 9.531067 9.593388 19.02434 20.1391 9.506308 9.234812 5.742226
BC Sample 13 132705.7 17.54537 11.92616 9.562815 15.81711 19.10204 9.997008 10.69901 5.350486
H1 Sample 14 116895.2 22.02879 11.51809 10.24045 10.64475 15.02962 9.922991 14.7912 5.824106
H2 Sample 14 107281.2 20.10324 9.71736 7.490781 11.24148 19.60754 11.36583 12.77726 7.696502
BE Sample 14 128267.2 18.33087 9.580158 10.12792 12.30237 15.57935 12.65904 13.13368 8.286608
BC Sample 14 139238.4 14.719 12.29029 11.01729 11.7069 17.69332 12.32663 12.87454 7.372032

Appendix 1

Data from bias test



Appendix 2—Comparison of the hotelling T-squared
test and individual t-tests for paired size distribution
observations: detectable bias

The objective of this appendix is to compare the behaviour of
individual t-tests on the difference in mass fractions, within
size fractions and the Hotelling T-squared test, on the set of
differences in mass fraction between the paired samples and,
at the same time, estimate the bias in the size distribution
that can be reliably detected.

It is important to determine the amount of bias that can
be detected at a given level of confidence when the
covariance matrix for the difference in size analyses is
known or estimated from the data pairs.

The solution to the problem will be approached by using
both analytical results and simulation. The application of the
results is intended to be relevant to the bias testing of a
sampler which is likely to show an increased or decreased
probability of collecting coarse particles. In such a case the
proportion of fines in the samples from the test sampler, will
correspondingly decrease or increase.

Methodology
To illustrate the concepts behind the comparison of the
methods, a particular size distribution will be chosen and the
tendency to collect more coarse particles will be modelled by
choosing a size distribution that plots linearly on Rosin-
Rammler coordinates and pivoting the cumulative passing
curve at a particular point. It is convenient to choose the 40%
passing point. One ‘sampler’ will sample from the ‘true’ size
distribution and the second ‘sampler’ will sample from the
distorted distribution.

The sampling and sizing of the samples from the two
samplers will be simulated by allowing for a Poisson error in
the numbers of particles in each size fraction and a random

normally distributed error in the mass of material reporting to
each screen. The magnitude of this, normally distributed
error, can be changed to make the size analysis of the
samples more or less accurate. 

In the simulations presented below, the ‘true’ size distrib-
utions from which samples are realised will be taken to be
constant as a simplifying assumption.

The amount of bias detectable will be sought by
increasing the difference between the true size distributions
until a situation arises in which one is 95% certain of
detecting bias using a given number of paired samples of a
given mass and the Hotelling test. The distribution of the
number of failed t-tests under the same circumstances, will
be determined.

Results
Figure A2-1 shows the statistical results for the base size
distribution of A2-I. 

The results were collected by simulation of 5 000 data-
sets and using 10 pairs of samples. There are 7 size fractions
that can be t-tested and 6 size fractions used in the Hotelling
test. The Hotelling test uses one less size fraction than is
present as the last size fraction is linearly dependent on the
other and provides no additional statistical information.

When there is no difference in size distribution between
the two samples (slope factor = 1.00), the critical F value for
the Hotelling test is chosen as the 95% point for 6 and 4
degrees of freedom corresponding to the test of 6 size
fractions and using 10 pairs of samples. The covariance
matrix in the test is estimated from the data. At this stage,
the probablility that there will be no t-test failures out of the
7 is 0.826, but the probability that one t-test will fail is
0.168. If the criterion for the detection of bias is a failed t-
test, then there is a probability of 0.168 (16.8%) of failing
the sampler when it is ‘perfect’.
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Table A1-II

Replicate size distribution data

Fraction (mm)

Sample +25 20 x 25 16 x 20 12.5 x 16 9.5 x 12.5 8 x 9.5 -8

1 2.960 14.057 12.489 12.095 14.350 9.298 34.751
2 2.985 14.073 11.945 12.745 14.309 8.634 35.307
3 3.112 14.719 11.212 12.484 14.333 8.936 35.204
4 3.023 14.905 11.091 11.971 14.568 8.969 35.473
5 2.772 14.376 12.330 13.310 15.449 8.381 33.382
6 2.856 14.308 12.123 12.681 14.213 8.784 35.035
7 2.479 15.018 12.220 12.499 14.000 8.703 35.081
8 2.955 14.966 12.537 12.126 14.342 8.770 34.303
9 3.161 14.689 11.625 11.546 14.754 8.778 35.447
10 3.112 15.155 11.897 11.634 14.669 8.748 34.785
11 3.510 14.583 10.088 12.201 14.545 8.574 36.499
12 2.849 15.233 12.177 12.416 14.104 8.656 34.565
13 3.080 15.020 11.871 11.447 14.788 8.990 34.805
14 3.261 14.717 12.100 11.770 14.025 8.657 35.471
15 3.284 14.957 11.835 11.818 14.073 8.970 35.063

Average. 3.027 14.719 11.836 12.183 14.435 8.790 35.011
SD actual 0.243 0.373 0.635 0.513 0.381 0.218 0.680
RSD actual (%) 8.028 2.534 5.363 4.213 2.637 2.485 1.943
RSD fund. (%)* 13.250 3.811 3.208 2.332 1.611 1.573 0.992

*Based only on the Poisson distribution of particle numbers in the size fractions
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Increasing the slope factor to 1.02 to provides some
difference in size distribution from the two samplers raises
the probability of a failing Hotelling test from 0.05 to 0.195
but raises the probability of a single t-test failure to 0.528
and the probability of 2 tests failing to 0.04.

Changing the slope factor to 1.04 raises the Hotelling
failure probability to 0.621 but the probability of one t-test
failure is now 0.803 and the probability of 2 failures is 0.176;
the probability of no t-test failures is practically zero.

Using the Hotelling test with a critical value place at 95%
confidence, the slope factor can increase to 1.065 before there
is a probability of 0.95 of the test failing. This point can be
regarded as the level of bias that will be detected with a
probability of 0.95. The size distributions are shown in
Figure A2-2.

It is clear from these results that the discovery of a single
t-test failure is a poor indicator of size distribution bias. To
require the failure of two t-tests before concluding the
presence of bias is a too-harsh requirement.

When the Hotelling failure rate is 95%, the probability of
two t-test failures is 0.4, meaning that the probability of
making an incorrect decision based on the failure of two tests
is 0.6 and this probability of incorrect decision is
unacceptably high. The probability of incorrect decision for
the Hotelling test is only 0.05.

It would seem that the Hotelling test is a much superior
decision making tool when compared to the application of
single t-tests.     ◆

▲
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Table A2-I

Base size distribution for analysis (slope factor 1.00)

Size fraction (mm) Mass %

25 31.5 8.86
20 25 8.77
16 20 11.22

12.5 16 13.50
9.5 12.5 14.21
8 9.5 7.80

0.5 8 35.65

Table A2-II

Results of Monte Carlo simulation for statistical evaluation of the individual t-test method and the Hotelling T
squared test method

Rosin-Rammler slope Probability of Hotelling Probability that j t-tests fail
test failing 0 1 2 3

1.00 0.0494 0.8258 0.1678 0.0064 0
1.02 0.1950 0.4326 0.5278 0.0396 0
1.04 0.6210 0.0178 0.803 0.1762 0.003
1.05 0.8162 0.002 0.7504 0.243 0.0046
1.06 0.9280 0 0.6622 0.3196 0.0182
1.07 0.9766                                     0 0.5764 0.3926 0.031

Figure A2-1—Analysis of single t-test failures and Hotelling T squared
failure probability as a function of difference in test size distributions.
The function fitted to the Hotelling probabilities is a logistic function

Figure A2-2—Biased and unbiased distributions and difference in distri-
butions at the critical point for detection of bias by the Hotelling T
squared test




