Experimental study of turbulence and water levels in shoaling and breaking waves using digital image processing techniques

In this article we present results of laboratory experiments undertaken to study the structure of turbulence generated by mild plunging waves breaking on a sloping beach bed. Measurements of water levels and instantaneous fluid velocities were conducted on a 1:20 sloping beach fitted inside a glass flume. The instantaneous water levels were measured using calibrated capacitive wave gauges, while the instantaneous velocity flow fields were measured using video techniques together with digital correlation techniques. A digital camera was employed to capture images of the breaking waves at 20 phases. For each phase, 100 image pairs were captured from which 100 instantaneous velocity fields were derived using a digital correlation image velocimetry technique. The 100 instantaneous velocity flow fields were averaged to provide information on the mean flow. Further analysis of the acquired data yielded turbulence quantities such as turbulence intensity, turbulent kinetic energy and vorticity at each phase of the flow. Results are presented for four phases where turbulence is predominant. Contour plots are used to provide a temporal and spatial distribution of the evolution of the turbulence characteristics. Vertical profiles of these quantities at different phases are also presented. These results may provide guidance on the approximations that can be expected in computational fluid model studies.

INTRODUCTION

Turbulence is recognised as irregularly fluctuating and unpredictable motion which is composed of a number of small eddies that travel in the current. Turbulence is ubiquitous in nature but its measurement and analysis has not been easy. In the coastal regions of the ocean, turbulence is generated by breaking waves. The coastal regions are characterised by a sloping bottom. Waves moving from deep water towards the shore begin to slow down, due to the decreasing water depth, while at the same time increasing in wave height to maintain a constant energy flux. At a certain critical wave height the wave becomes unstable and breaking occurs. Thus there is a cascade of energy from the large scales to the small scales in a turbulent flow. The small scales that are of practical interest are the integral scales (Tennekes & Lumely 1972). In the surf zone the integral scales are typically 0.1h to 0.3h, where h is the local water depth (Pedersen et al 1998; Govender et al 2004; Stansby & Feng 2005).
Turbulence generated in the wave roller is transported to lower portions of the wave, and some of it will be transferred to the sediments on the sea floor, resulting in suspension. The suspended sediments will then be transported by the currents and deposited elsewhere. This will result in erosion of the beach at certain places, while accumulation of sediments will occur at other places. Under natural conditions there will be a balance occurring between erosion and accumulation of sediments. This balance will be shifted when coastal structures are erected in the surf zone. An understanding of turbulence generation, transport and dissipation, as well as of the currents that are generated, is essential for predicting coastline changes and the effect that coastal structures will have on surf zone processes.

In addition to the above, currents generated during breaking contain large amounts of wave energy and momentum. These exert huge forces on structures and obstacles in their path, sometimes with destructive consequences. With the view to protecting harbours and coastal structures, breakwater structures are used. As pointed out by Massel (1996), a reliable estimation of the maximum wave height at a particular location is a fundamental requirement in the design of these coastal and offshore structures. This, to a large extent, is dependent on the description of the local wave climate, and in particular knowledge of the water surface elevations and the underlying kinematics (Ballock & Swan 1996).

The Navier-Stokes equations are commonly used in models to describe processes occurring in turbulent flows. These equations are highly nonlinear and are often intractable. Thus there is a need to develop simplified models to describe wave breaking and turbulence in the surf zone. Mathematicians, coastal engineers and computational physicists alike have proposed several models to describe surf zone waves and turbulence (see for example Battjes & Janssen 1978; Svendsen 1984; Deigaard & Fredsoe 1989). These models, however, still require input data from experiments for verification, calibration and improvements. Treatment of turbulence naturally leads to a discussion about statistics of the flow (usually velocity). The conceptual framework for understanding turbulence is largely statistical, where a set of equations based on averaged quantities (such as transport of mass, momentum and energy) are often used by coastal engineers. It is therefore important in such studies to first undertake experiments that give information on the kinematics and dynamics of wave breaking, as well as measurements of the statistics of breaking. As Sou et al (2010) pointed out, it is difficult to fully model the boundary-dominated swash zone flows with fundamental mass, momentum and energy transport equations because of the strong turbulence and the complexity of boundary conditions, namely the mobile bed, the multi-phased flows and the dynamic free surface.

Various investigators have used different contact-free measuring techniques, like Laser-Doppler Anemometry (LDA), to get an insight into the mechanics of breaking waves (e.g. Liiv & Lagemaa 2008). Hwung et al (1998) and Petti & Longo (2001) were able...
to study the vertical turbulence structure in the swash zone using Laser-Doppler Velocimetry (LDV). Stive (1980) investigated the internal flow velocity field of a quasi-steady spilling breaker in the surf zone. Nadaoka & Kondoh (1982) studied the velocity flow field inside the surf zone to clarify the dependence of sand movements upon the bottom velocity. Chang & Liu (1996, 1998, 1999) examined the flow field and turbulence structure of quasi-periodic breaking waves. They measured the velocity near the tip of an overturning jet and found that the maximum velocity is 1.68 times that of the phase speed. Cox & Anderson (2001) observed large vortices in the horizontal plane in the outer surf zone, which indicated the existence of obliquely descending eddies in the outer surf zone. Melville et al. (2002) studied the coherent structures of breaking waves in a channel flow. Other researchers have taken advantage of the ability of the particle image velocimetry (PIV) technique to obtain two-dimensional flow fields in wave environments. Sou et al. (2010) examined the evolution of the turbulence structure from the outer surf zone to the swash zone using PIV. Successful efforts have also been made to measure velocity in the surf and swash zones in the field (Raubenheimer 2002; Raubenheimer et al. 2004; Butt et al. 2004). More recently Sou & Yeh (2011) studied the flow structure of oscillatory broken waves within surf and swash zones of a laboratory flume using PIV. They directly computed vorticity from the resolved spatial distribution of the velocity field. Their results showed that the flow separation at the bed occurred during the interaction between the uprush bore front and the downwash flow. An internal flow circulation was observed to be generated at the flow reversal phase, as the flow near the bed responds to the gravitational force earlier than the flow in the upper water column, where the uprush momentum is sustained later in phase.

In this paper we investigate the fundamental characteristics of the flow structure in the vertical cross-shore plane as mild plunging waves evolve from the outer surf zone. As pointed out by Sou & Yeh (2011), little attention has been focused on the flow structure. The objectives of the series of experiments reported here were to examine the sea level rise and variability, and to determine the temporal and spatial distribution of the evolution of the turbulence characteristics in the entire water column. Velocity flow fields at various positions along the flume were measured using the digital correlation image velocimetry (DCIV) technique. This digital technique, which allows rapid acquisition and processing of flow data, is just an extended principle of PIV that is based on a
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**Table 1** Parameters relating to water level measurements and wave height calculations

<table>
<thead>
<tr>
<th>$f_s$ (Hz)</th>
<th>$T$ (s)</th>
<th>$f_s$ (Hz)</th>
<th>$t_s$ (s)</th>
<th>$n_x$</th>
<th>$N_x$</th>
<th>$N_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7</td>
<td>1.43</td>
<td>20</td>
<td>120</td>
<td>28</td>
<td>2350</td>
<td>84</td>
</tr>
</tbody>
</table>

**Figure 3** Numerical processing flow-chart of Fourier cross-correlation procedure for DCIV measurements (Willert & Gharib 1991; Weng et al. 2001)

**Figure 4** Typical normalised cross-correlation function. The displacement of the peak coordinates from the centre gives displacements in two directions

**Figure 5** Time series of water levels measured by wave gauges placed at locations (a) $x = -7.1$ m, (b) $x = -4.5$ m and (c) $x = -2.5$ m from the still water line mark on the beach
two-phase flow. Unlike the point measurement techniques utilised in earlier laboratory and field studies, the technique used here provides full-field two-dimensional instantaneous velocity fields. By tracking the motion of neutrally buoyant particles, as well as bubble structures within the crest of the wave, we were able to measure velocities well into the crest of the wave.

EXPERIMENTAL SETUP AND PROCEDURES

Experiments were conducted in a glass-walled flume in the Coastal and Hydraulics Engineering Laboratory at the Council for Scientific and Industrial Research (CSIR) in Stellenbosch, South Africa. The objective was to study the variation of the wave height near the break point and to study the 2-D velocity flow fields during the breaking process. For this purpose, regular waves were generated in the wave flume. They were generated by a computer-driven, servo-controlled, piston-type wave maker, manufactured by HR Wallingford. The wave maker has a maximum paddle stroke of 0.8 m and is designed for water depths of up to 0.75 m. The wave maker has been fitted with an active absorption system to prevent waves being reflected back by the paddle. Complementary documentation of the wave maker specifications and wave generation mechanism may be found on the web page given at the end of the references section.

Figure 1 shows a schematic diagram of the flume giving the overall dimensions in addition to showing the position of the 1:20 sloping bottom and the coordinate system that was used. For water level measurements, the intersection of the still water line (swl) and the beach slope was taken as the reference point \((x = 0, z = 0)\). Thus distances are negative from the swl towards the wave generator. For velocity measurements, the position of the flume bed was taken as the vertical reference, \((z = 0)\) with the left edge of each image as \(x = 0\). The flume is approximately 20 m long, 0.75 m wide and 0.8 m deep. Quarry stones were used at the end of the sloping bed to absorb any wave energy remaining after breaking.

The flume was filled with water up to a height of 47 cm. The wave-generating computer was pre-programmed to drive the wave maker generating 0.7 Hz regular waves. This resulted in spilling/mild plunging waves of wave height 0.16 m which broke at a point 4.5 m from the still water mark on the beach. The first series of experiments involved free surface measurements which were performed to obtain a first assessment of the breaking wave behaviour in terms of its wave height and position of the break point. Prior to taking these measurements, the waves were allowed to run for 30 minutes to ensure that steady state conditions were reached. Surface displacements were measured using a set of three pre-calibrated capacitive wave gauges. The three wave gauges were initially positioned at \(x = -7.1\) m, \(-4.5\) m and \(-2.5\) m, respectively. The gauges were simultaneously sampled at 20 Hz for two minutes at these positions. The gauges in the surf zone were then moved 10 cm towards the wave maker and measurements repeated. This procedure was repeated until time series measurements were captured over the entire experimental range. The experimental range which is marked on Figure 1 spans about 8.5 m. Fluid velocity measurements were then performed at a station marked S located \(-3.75\) cm from the still water mark on the beach. A schematic diagram showing the interconnection of the experimental setup used for image acquisition is shown in Figure 2.

The water was seeded with partially expanded polystyrene beads. A longitudinal section of the flume was illuminated with a strobed light sheet from above. The illuminated section was imaged from the side using a progressive scan digital camera connected to a frame grabber residing in a
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**Figure 6** Wave height measurements as a function of distance from the still water line (swl) mark, for a 0.7 Hz plunging wave – crests (◊), troughs (+), wave height (x) and mean water level (Δ)

**Figure 7** Expanded graph of the variation of the mean water level (in mm), along the flume
computer. Pairs of images, separated by a few milli-seconds, of the beads and aeration due to breaking were obtained by appropriately strobing the light sheet. On receiving a trigger signal from the wave generator, the computer strobed the light sheet at the end of one video frame time and again at the beginning of the next, capturing a pair of images. While a particular frame is being exposed, the previous frame is downloaded to the frame grabber. The time between flashing of the light sheet corresponds to the time between the images in each pair. Our imaging setup can view only a small section of the wave at any time. In order to conduct measurements over the entire wavelength, a wave cycle was imaged at twenty equally spaced phase positions as follows: we began with phase 0 and, on receiving a trigger pulse, the computer was programmed to captured 100 image pairs of a 38 cm section of the wave over a number of cycles. This enabled ensemble averaging to be performed.

![Figure 8](image1.png) Images of breaking water waves corresponding to phases 10, 11, 12 and 13. Bubble structures and beads that are used as tracers are faintly visible in the images

![Figure 9](image2.png) Instantaneous velocity flow fields for phases 10 to 13 of images shown in Figure 8. Legends in the upper left corner show arrow vectors of magnitude 100 cm/s. Every alternate row and column of vectors has been omitted for clarity
After getting the trigger pulse, the data acquisition computer waited a delay time proportional to the phase number before capturing images at the other remaining phases. All the image pairs were then analysed to obtain the instantaneous velocity flow fields. Mean and fluctuating velocity fields were obtained from the instantaneous fields by means of phase-ensemble averaging. Fluctuating velocities, together with preliminary analysis of the averaged vorticity, will be presented.

Figure 3 shows a schematic view of the digital signal processing procedure employed to extract instantaneous velocity fields from each pair of images. At a given point \((i,j)\) in the first image an interrogation window of 32×32 pixels centered at \((i,j)\) was placed. The sub-image contained within this interrogation window was then cross-correlated with a corresponding sub-image in the second image. The coordinates of the peak in the cross-correlation result gave a measure of the displacements (in the

![Figure 10](image)

**Figure 10** Plot of the vertical profile of horizontal velocities through the wave crest (Δ) – left peak in Figure 9d and through the roller (◊), and right peak in Figure 9d as a function of distance from the bed. Also shown is the maximum horizontal velocity calculated using linear theory (dashed line)

![Figure 11](image)

**Figure 11** Phase-ensemble averaged velocity flow fields obtained from 100 cycles for each phase. Note that units have now been converted from pixels to cm using conversion factors of 16.5 pixels/cm for both x and z directions. The still water line is at \(z = 15\) cm. Every alternate row and column of vectors has been omitted for clarity
respective directions) of the beads and/or aeration structures between the sub-images. Figure 4 shows a typical normalised cross-correlation function obtained from two sub-images. The displacement extraction procedure was implemented using Fast Fourier Transforms (FFT). To improve on the accuracy of the results, coordinates of the peak in the cross correlation function was estimated to sub-pixel resolution using sub-pixel interpolation. Dividing the displacements by the inter-image time gave velocity components at the point \((i,j)\) in the images. The interrogation window was then moved in regular steps of eight pixels (vertically and horizontally) across the entire image to obtain the velocity flow field over the entire image. Theoretical details and validation of this DCIV measurement technique can be found in Govender \textit{et al} (2002b) and Govender \textit{et al} (2009), while a good reference which deals with most of the aspects of PIV and its application to water waves is a book by Raffel \textit{et al} (1998) and an article by Grue \textit{et al} (2003).

**EXPERIMENTAL RESULTS**

Table 1 shows parameters relating to water level measurements – \(f_s\) is the sampling frequency, \(t_s\) is the total sampling time, \(n_s\) is the number of samples captured per wave period, \(N_s\) is the sample size captured in two minutes, and \(N_f\) is the number of full waves in the two-minute durations. With a sampling frequency of a reading every 0.05 s (i.e. 20 Hz) there were at least 28 samples over one wave period of 1.43 s, and a total of 2 350 over a test time of 120 s. The 2 350 samples thus contained about 84 full waves. The wave gauges provided a measure of the instantaneous displacement of the water level with respect to the still water line. Each wave cycle in the time series was analysed to extract the height of the crest and trough relative to the still water level.

These crest and trough positions were then averaged over 84 cycles to provide the mean crest and trough positions.

**Water level measurements**

Figure 5 shows a sample of the instantaneous water level results measured at three positions along the flume by wave gauges positioned at (a) \(x = -7.1\) m, (b) \(x = -4.5\) m and (c) \(x = -2.5\) m. The wave gauges were sample for 120 s. However, the time series shown have been truncated to show only up to 20 s. It is evident from the figure that, as the waves move from deep to shallow water (due to the sloping bottom), the wave profile changes from being sinusoidal to being more peaked at the crests while the troughs become drawn out. The wave height increases as the waves move into shallow water, reaching a maximum at which breaking occurs, and decreasing thereafter. The reason for the increase during pre-breaking is due to the fact that the...
Wave speed decreases as the waves move up the slope. From linear theory this wave speed is given by:

\[ c = \sqrt{gh} \]  

where \( g \) is acceleration due to gravity and \( h \) is the local water height. However, since the energy flux is constant, the wave height has to increase. The decrease in wave height after breaking is due to the loss of wave energy to turbulence and currents.

Wave height measurements in the vicinity of the break point are shown in Figure 6. In this figure, the still water line (swl) is at \( z = 0 \) cm. Crests and troughs were measured from the swl and the wave height was taken as the vertical distance from the troughs to the crests. Troughs are observed to get up to 6 cm below the swl. In deep water (Figure 5(a)), the results show a wave height of about 16 cm, rising to 19.5 cm at the break point, which is at \( x = -4.5 \) m from the swl mark. Thus there is a 21.8% increase in wave height at the breakpoint. Our results are consistent with those of Stive (1980) who conducted water level measurements in waves having a period of 1.79 s and found a 22.75% increase in wave height at the breakpoint. In the present investigation, the deep water wave length was \( L_o = 3.20 \) m, and the local water depth at the breakpoint was \( h_b = 22.5 \) cm. The wave height at the break point was \( H_b = 19.5 \) cm. The maximum wave height that can be sustained for a given water depth is given by (Miche 1951):

\[ H_{\text{max}} = 0.142L_o \tanh \left( \frac{2\pi h}{L_o} \right) \]  

In deep water Equation (2) reduces to a maximum wave steepness \( H_{\text{max}}/L_o = 0.142 \), and in shallow water it reduces to a maximum height-to-depth ratio \( H_{\text{max}}/d = 0.88 \). This criterion is powerful, because it includes both the impacts of depth and steepness-limited breaking. Our experimental value of \( H_{\text{max}}/d \) at the break point is 0.87, which is consistent with the result quoted above.

Note that there are 84 full waves measured at one position. Standard deviations of the 84 wave height measurements were used to determine the variability of the wave heights at each position. Standard deviations of the order ± 0.2 cm were observed before breaking, while after breaking they were of the order 2.0 cm. This amounts to a variability of about 10% in the wave height.

Figure 7 shows an expanded view of the variation of mean water level across the flume. Note that the variation is given in millimetres. Clearly there is a lowering of the mean water level before breaking, called the set-down, of about 5 mm, and a rising of the mean water level after breaking, called the set-up. A higher mean water level in the surf zone coupled with high levels of turbulence.
and currents will result in greater amounts of sediment suspension and transport.

**Velocity measurements**

The actual fluid flow velocity can be described as a sum of the averaged velocity and the fluctuating components. For the horizontal component we have:

\[ u = \langle u \rangle + u' \]

where \( u \) is the measured velocity in the \( x \) direction, \( \langle u \rangle \) is the phase-ensemble averaged horizontal velocity and \( u' \) reflects the instantaneous turbulent fluctuations. The average of the fluctuations is zero, i.e. \( \langle u' \rangle = 0 \), while the ensemble average of the square of the fluctuations is not zero. This is similar for the other components.

The phase-ensemble average of a measured periodic quantity \( \tilde{u} \), at a given spatial position and with replication period \( T \), and total temporal length \( T' = NT \), where \( N \) is the number of samples captured at a particular phase (i.e. 100 in the present case), is defined as:

\[ \langle \tilde{u} \rangle = \frac{1}{N} \sum_{i=0}^{i=N-1} \tilde{u} (\tau + iT) \]

where \( \tau \) lies in the interval \([0; T]\) (Liiv & Lagemaa 2008; Sou & Yeh 2011).

Figure 8 shows typical images of the wave corresponding to four consecutive phases, but captured from different wave cycles. The sequence of images shown can be viewed as snapshots of the flow field covering four different timings. These images correspond to phases 10, 11, 12 and 13 (as indicated) of a wave propagating from left to right. These four phases have the most dynamic information about the wave, so we will only show turbulence results pertaining to these phases. Bubble structures and beads that were used as tracers are faintly visible in the images. The whitecap at the crest of the wave shows the high-speed wave roller.

The corresponding instantaneous velocity flow fields for these four phases are shown in Figure 9. Every alternate row and column of vectors has been omitted for clarity. Clearly we were able to measure velocities over the entire image, including the aerated portion of the waves, which is not possible using techniques such as LDA. The theoretical wave-phase speed calculated using a local water depth of 18.75 cm at station S was 1.36 m/s.

A vertical profile of the horizontal velocity component measured through a vertical section passing through the crest (first peak in the wave profile in Figure 9 (d)) of the wave and through the wave roller (second peak in the wave profile in Figure 9 (d)) is given in Figure 10. Also shown in Figure 10 is a plot of the horizontal component below the wave crest predicted using linear theory (dashed...
line) for a wave of height corresponding to that observed at station S. Near the crest the maximum instantaneous velocities are approximately 3–4 times greater than those predicted by linear theory, while below the trough level, the measured horizontal components underneath the wave crest are fairly similar to those given by linear theory for this particular position and wave case. The observed velocity profiles over depth deviate substantially from uniform, exhibiting complex vertical structures in such shallow water flows.

Phase-ensemble-averaged velocity flow fields for phases 10 to 13 are shown in Figure 11. Again every second row and column of vectors has been omitted for clarity. A legend shown in the upper left corner of each vector field shows an arrow vector of magnitude 100 cm/s. The position $z = 15$ cm corresponds to the still water line. The continuous line at the free surface now shows the average profile for that phase. Phase averaging was performed using 100 velocity fields. It is important to note that the wave profile for each cycle differs from the next (i.e. no two cycles are exactly the same). As pointed out by Svendsen (1987), even for waves that are generated monochromatically, the wave period in the surf zone is not exactly the same. This is because irregularities in the propagation speed of the individual breakers, caused by nonlinearities, tend to accumulate as the waves move shoreward. This inevitably results in smearing at the crests of the phase averaged results as seen for phases 12 and 13 of Figure 11. Each sample of the phase average may not exactly come from the same phase in the wave relative to a characteristic point (such as zero up-crossing, the toe or the wave crest). A very strong shear layer is evident around an elevation of $z = 15$ cm. As observed by Sou & Yeh (2011), the horizontal velocity near the bed is still directed offshore.

Figure 12 shows contour plots of the mean horizontal velocity component. The colour bar represents the magnitude and direction of the velocity vector, with red pointing in the positive $x$-direction and dark-blue in the negative $x$-direction. Thus, for the horizontal velocity component, negative values represent seaward flow, while positive indicate onshore flow. Peak values of up to 250 cm/s are observed near crest. The fluid with fast longitudinal mean velocity moves near the free surface between $z = 15$ cm and the free surface, while the fluid with low velocity is confined to below the elevation $z = 15$ cm. Figure 13 shows contour plots of the mean vertical velocity component. The red colour points in the positive $z$-direction (upwards) while the dark-blue points downwards. Unlike fluid with high longitudinal mean velocity which occurs in the crest, fluid with high transverse velocity is observed to occur at lower elevations below the crest. Peak vertical velocity is about 60 cm/s. Figure 14 shows the vertical profile of both horizontal and vertical components, which is almost uniform from
the flume bed up to the swl (z = 15 cm) and rising to peak values towards the crest.

**Turbulence intensity**

Turbulent fluctuations are usually quantified by the turbulent intensities, which are defined as the root-mean-square of the fluctuations. The turbulence intensity in the $x$-direction for a given spatial position is defined by (Stull 1988; Liiv & Lagemaa 2008; Misra et al 2008) as

$$u'_{r.m.s} = \sqrt{\frac{1}{N-1} \sum_{i=0}^{N-1} (u - \langle u \rangle)^2}$$  \hspace{1cm} (5)

Similar equations were used for the other component. In the remainder of the paper the primed turbulent velocity components will be used to represent the root mean square values of the turbulent fluctuations as given by Equation (5).

The instantaneous velocity fields were further analysed using Equation (5) to quantify the turbulence intensity of the flow. Figures 15 and 16 are contour plots showing the spatial and temporal distribution of the horizontal and vertical turbulence intensities respectively for the phases of interest. From Figure 15 it can be observed that the highest levels of horizontal turbulence intensities are of the order of 120 cm/s, while Figure 16 shows peak vertical turbulence intensity values of the order of 60 cm/s for this breaker. Peak values for both horizontal and vertical turbulence intensities occur near the front face of the wave, above elevation $z = 15$ cm. The region of high horizontal turbulence intensity values corresponds to the wave roller.

**Turbulent kinetic energy (TKE)**

The turbulent kinetic energy (TKE) per unit mass is defined as follows:

$$k = \frac{1}{2}(u'^2 + v'^2 + w'^2)$$  \hspace{1cm} (6)

In the results reported here, only two components ($u$ and $w$) were measured, so turbulent kinetic energy was estimated as suggested by Svendsen (1987) as:

$$k = \frac{1.33}{2}(u'^2 + w'^2)$$  \hspace{1cm} (7)

The value of 1.33 is based on the assumption that breaking waves have turbulence characteristics similar to that of plane wakes (Svendsen 1987). A similar estimation of
TKE was also used by Ting & Kirby (1995), Chang & Liu (1999), Shin & Cox (2006) and Liiv & Lagemaa (2008). Contour plots of the computed TKE values for phases 10 to 13 are shown in Figure 18. Once again high TKE values are observed between the shear boundary layer and the crest. Figure 19 (a) shows the variation TKE through a vertical section passing through \( x = 20 \, \text{cm} \) for the four phases shown in Figure 18. Figure 19 (b) is an expanded plot showing TKE only for positions below the trough level. Below the trough level TKE is very much smaller than those in the wave crest and roller. Peak values of \( k \sim 1.0 \, \text{m}^2/\text{s}^2 \) occur in the crest and roller region. Normalised peak values of \( k/c^2 \sim 0.01 \) occur just below the trough level for all the phases. Previous measurements by Ting & Kirby (1995) for a strongly plunging wave at a similar position indicate normalised peak TKE \( (k/c^2) \) just below the trough level of 0.02 to 0.03. Thus our kinetic energy results are consistent with earlier measurements.

**Vorticity**

Vorticity of a fluid is an important factor in fluid dynamics and mechanics and is a natural way to describe turbulence. A vortex can be described as a fluid structure that possesses circular or swirling motion. It is the principal quantity to define the flow structure (Kim et al. 1995; Wu et al. 2006), and is mathematically defined as the curl of the velocity field:

\[ \vec{\omega} = \nabla \times \vec{u} = \left( \frac{\partial w}{\partial y} - \frac{\partial v}{\partial z} \right) \hat{x} + \left( \frac{\partial u}{\partial z} - \frac{\partial w}{\partial x} \right) \hat{y} + \left( \frac{\partial v}{\partial x} - \frac{\partial u}{\partial y} \right) \hat{z} \] (8)

where the \( x, y \) and \( z \) indices denote the respective orthogonal directions and \( \hat{x}, \hat{y} \) and \( \hat{z} \) are the unit basis vectors for the three-dimensional Euclidean space \( \mathbb{R}^3 \), and \( u, v \) and \( w \) are velocities in the \( x, y \) and \( z \) directions, respectively.

If a two-dimensional fluid flow in the \( x-z \) plane is considered, the phase-averaged vorticity component, which points in the \( y \)-direction, is defined as (Sou & Yeh 2011):

\[ < \omega_y > = \frac{\partial < u >}{\partial z} - \frac{\partial < w >}{\partial x} \] (9)

Several numerical schemes exist for performing this calculation. The central difference method is the mostly adopted method, especially when dealing with PIV measurements affected by a non-negligible noise level. Vorticity is then estimated from (Lee & Lee 2001; Sou & Yeh 2011):

\[ \omega_y = \frac{< u(i, j + 1) > - < u(i, j - 1) >}{2\Delta z} - \frac{< w(i + 1, j) > - < w(i - 1, j) >}{2\Delta x} \] (10)
where $\Delta x$ and $\Delta z$ are the $x$ and $z$-grid spacing respectively, and $(i, j)$ represents the spatial grid point in $(x, z)$ plane.

Figure 20 shows contour plots of the spatial variation of the vorticity of the phase-ensemble averaged flow for the four phases. Positive vorticity indicates clockwise rotation and the direction is into the plane of the figure, while negative vorticity indicates anticlockwise rotation with the direction out of the plane of the figure. Figure 21 shows the vertical variation of vorticity at position $x = 20$ cm for the four phases under consideration. From the flume bed up to the swl, vorticity is about zero and increases to peak values of up to 100 s$^{-1}$ just above the swl before dropping to negative vorticity values towards the top of the crest. Again, just like the turbulence intensity components and the kinetic energy, peak vorticity lies near the shear boundary layer. The strong shear layer generated peak vorticity because of the interaction between the downwash and uprush flows. In a similar study, Sou & Yeh (2011) observed that an internal flow circulation is generated at the flow reversal phase, as the flow near the bed responds to the gravitational force earlier than the flow in the upper water column where the uprush momentum is sustained later in the phase. Similarly to results presented here, they also observed that, in the surf zone, the maximum intensity of the phase-averaged vorticity occurs at the shear boundary layer, and the strength of vorticity in the water column decays as the phase advances.

CONCLUSIONS

Results of an experimental study of spilling/mildly plunging water waves breaking in a laboratory surf zone have been presented. Water level measurements show the usual increase in wave height in the shoaling region followed by rapid decrease in wave height beyond the breakpoint. An increase in wave height by a factor of approximately 22% has been observed at the breakpoint. Fluid velocities were measured by tracking the motion of almost neutrally buoyant particles, as well as aeration structures formed by breaking waves. For each phase 100 instantaneous velocity flow fields were averaged to provide information on the mean and turbulent flow. Instantaneous velocities in the wave roller were observed to go up to 3–4 times greater than the wave phase speed. Further analysis of the instantaneous velocity yielded turbulence quantities such as turbulence intensity, turbulent kinetic energy and vorticity at each phase of the flow. Peak turbulence intensities, turbulent kinetic energy and vorticity were observed in the crest part of the wave, around the shear boundary layer. Contour plots were used to provide a temporal and spatial distribution of the evolution of the turbulence characteristics. According to the evolution processes the vertical profiles of the turbulence parameters were observed to change systematically during the advance of the breaking crests.

Figure 18 Turbulent kinetic energy for phases 10, 11, 12 and 13 of the flow
From the flume bed towards the swl, turbulence quantities measured were observed to be negligible, rising sharply from the swl towards the crest. For the phase-ensemble-averaged flow, high rotation rates of up to nearly 100 s\(^{-1}\) were observed near the shear-boundary layer created by the fast-moving crest and the sea-bound trough water.
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Figure 20 Contours showing vorticity of the mean flow corresponding to phases 10 to 13

Figure 21 Vertical profile of the vorticity of the mean flow at x = 20 cm for the four phases


### NOTE

Complementary documentation of the wave maker specifications and wave generation mechanism may be found at: http://www.hrwallingford.co.uk/index.aspx?facets=equipment