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eye-tracking setup
Vered Aharonson, Verushen Y. Coopoo, Kyle L. Govender, and Michiel Postema, Senior Member, IEEE

Abstract—Automatic eye tracking is of interest for interaction
with people suffering from amyotrophic lateral sclerosis, for
using the eyes to control a computer mouse, and for controlled
radiotherapy of uveal melanoma. It has been speculated that
gaze estimation accuracy might be improved by using the
vestibulo-ocular reflex. This involuntary reflex results in slow,
compensatory eye movements, opposing the direction of head
motion. We therefore hypothesised that leaving the head to move
freely during eye tracking must produce more accurate results
than keeping the head fixed, only allowing the eyes to move. The
purpose of this study was to create a low-cost eye tracking system
that incorporates the vestibulo-ocular reflex in gaze estimation, by
keeping the head freely moving. The instrument used comprised
a low-cost head-mounted webcam which recorded a single eye.
Pupil detection was fully automatic and in real time with a
straightforward hybrid colour-based and model-based algorithm,
despite the lower-end webcam used for recording and despite the
absence of direct illumination. A model-based algorithm and an
interpolation-based algorithm were tested in this study. Based
on mean absolute angle difference in the gaze estimation results,
we conclude that the model-based algorithm performed better
when the head was not moving and equally well when the head
was moving. With most deviations of the points of gaze from the
target points being less than 1◦ using either algorithm when the
head is moving freely, it can be concluded that our setup performs
fully within the 2◦ benchmark from literature, whereas deviations
when the head was not moving exceeded 2◦. The algorithms used
were not previously tested under passive illumination. This was
the first study of a low-cost eye-tracking setup taking into account
the vestibulo-ocular reflex.

Index Terms—Pupil tracking, video-oculography, eye position
mapping, VO reflex.

I. INTRODUCTION

AUTOMATIC eye tracking is of interest for interaction
with people suffering from amyotrophic lateral sclerosis

[1], for using the eyes to control a computer mouse [2–
4], and for controlled radiotherapy of uveal melanoma [5].
Eye-tracking systems are commercially available [6, 7]. Eye-
tracking devices are conceptually composed of a data acqui-
sition and a data processing part, where the data consist of
eye position recordings. The mapping of eye positions from
visual images is referred to as video-oculography [8]. Using
an active light source for illumination shortens the processing
time to determine the eye position [9–11], but this is costly and
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risk retina and skin burns [12, 13]. Video-oculography under
passive illumination requires more processing [14, 15]. The
performance of eye-tracking algorithms in video-oculography
highly depends on the hardware used and the recording
conditions. Video capturing systems attached to the head are
notably faster than remote capturing systems [16].

Video-oculography data processing comprises pupil detec-
tion and subsequent gaze estimation. Gaze estimation seeks
the point of regard (POR, gaze point). Pupil detection algo-
rithms segment images based on colour and shape properties
[17, 18]. Colour-based algorithms differentiating between the
iris and its surroundings may produce false boundary edges
[19]. Shape-based algorithms using prior knowledge of the
circularity of the iris and the pupil are invariant to translation,
scale, and lighting [20]. The optimisation of a shape model
requires multiple, time-consuming, iterations [21, 22]. Hybrid
algorithms reduce the computation time by starting from a
rough colour-based algorithm [23, 24]. In addition, a shape
model can be taken prior to colour processing [25]. Gaze
estimation algorithms can be either interpolation-based or
model-based [26–28]. Interpolation-based algorithms perform
a mapping from the eye to the point of regard either paramet-
rically using polynomials [28–30] or non-parametrically using
neural networks or Support Vector Machines [26]. Model-
based algorithms create a vector from the eye to the point
of regard [31].

The accuracy of video-based eye-trackers using systems
with high-quality cameras and multiple light sources is less
than 2◦ [32].

It has been speculated that gaze estimation accuracy might
be improved by using the vestibulo-ocular reflex. This involun-
tary reflex results in slow, compensatory movements of the eye
in the opposing direction of head motion [33, 34]. We therefore
hypothesise that leaving the head to freely move during eye
tracking must produce more accurate results than keeping the
head fixed, only allowing the eyes to move.

The purpose of this study was to create a low-cost eye
tracking system that incorporates the vestibulo-ocular reflex
in gaze estimation.

II. MATERIALS AND METHODS

A schematic of the apparatus and its dimensions is shown
in Figure 1. A Logitech C270 (Logitech International S.A.,
Lausanne, Switzerland) webcam with 1280×720 pixels, op-
erating at a 30-Hz framerate, was mounted on a pair of
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570295 Evrigard Euro Anti Scratch Spectacle – Clear labo-
ratory safety goggles (Evrigard, Johannesburg, South Africa).
An aluminium mount was bolted to the upper frame of the

Fig. 1. Lab goggles (a) connected by a mount (b) to a webcam (c).

goggles, positioning the webcam 110 mm from the eyes, at an
elevation of −18◦. The eye tracker goggles were worn by a
user seated at 52-cm horizontal distance from the 15,6” liquid
crystal display of a Lenovo IdeaPad 300-15ISK 80Q7009DSA
laptop computer (Lenovo Group Limited, Beijing, P.R. China)
with 1366× 768 pixels.

The webcam was purchased for 485 ZAR and the lab
goggles for 20 ZAR.

The experiments took place in a laboratory in the Chamber
of Mines Building of the University of the Witwatersrand,
Johannesburg, with standard-height ceiling and fluorescent
lighting. The setup was positioned such that the windows
were to the left-hand side of the user, without direct sunlight.
Fluorescent lighting was on during all experiments. During the
experiments, video footage was collected from an individual
user wearing the goggles. The user was instructed to move
the eyes around the edges of the computer display, clockwise,
for three consecutive times (cf. Figure 2b). Thereafter, eight
points were shown on the screen (cf. Figure 2a). The user
was instructed to gaze at each point for three seconds, only
moving the eyes and not the head. The data from these two
experiments were used for calibration purposes.
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Fig. 2. Calibration points of POLYNOMIAL (a); spiral calibration trajectory
of PROJECTION (b); measurement points in experiment 3 (c); pupil points
on the contour spanning the area (grey) three calibration trajectories and its
minimum bounding box (d).

During the third experiment, a nine-point raster was dis-
played (cf. Figure 2c). The user was instructed to gaze at
each point for three seconds. However, sometimes the user was
instructed only to move the eyes and not the head, sometimes
head movement was allowed. Even slight head movements
triggered the vestibulo-ocular reflex, whose contribution could
be therefore quantified without the need of additional process-
ing.

From these experiments, a total number of 35 280 images
from six users were recorded and processed. In real-time, the
pupil position was detected from each image, after which the
point of regard was computed using two different algorithms.
The deviation [degrees] of each computed point of regard
from the target point was stored per user number. No user
data were stored. Images were immediately discarded after
processing. The parameters of the algorithms were determined
interactively from the recordings of two of the six users. All
results from these two users were excluded from the study
and only the results from the four remaining users, two male
and two female, were included in the study. The deviation
results were analysed and presented according to literature
[35]. Python and OpenCV libraries were used for all data
processing in this study.

The pupil detection algorithm is illustrated by Figure 3. In
an image, the area containing the eye of choice was automati-
cally cropped using the known dimensions of the positions of
the hardware. The image was flipped so that its direction axes
corresponded to those of the computer display (cf. Figure 3a).
Gaussian blurring was performed using an 11×11 pixels core
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Fig. 3. Pupil detection after each step: cropping (a), Gaussian blurring
(b), greyscale transformation (c), histogram equalisation (d), thresholding (e),
dilation (f), contour detection and convex hull fitting (g), superposition of
minimum disk (h), contour detection (i), and convex hull fitting with centre
of mass determination (j).

convolution kernel, with a standard deviation of 0 in both x
and y directions (cf. Figure 3b). The image was converted
to 8-bit greyscale (cf. Figure 3c), which was followed by
linear histogram equalisation (cf. Figure 3d). The image was
inversely thresholded with grey values of 12 and less converted
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to 1 (white) and grey values higher than 12 converted to
0 (black) (cf. Figure 3e). This binary image was subjected
to three iterations of dilation with a 3×3 pixels kernel (cf.
Figure 3f). After contour detection (cf. Figure 3g, bold red
lines), the largest contour was automatically selected, which
was subjected to convex hull fitting (cf. Figure 3g, thin green
line). The centre of mass was determined from the moments
inside the convex-fitted contour, whilst the minimum enclosing
circle around the convex fitted contour was computed to
determine its radius. A white disk with this radius and a centre
corresponding to the centre of mass mentioned was plotted
over the binary image after dilation (cf. Figure 3h), followed
by contour detection (cf. Figure 3i, bold blue lines), automatic
selection of the largest contour, convex hull fitting thereof (cf.
Figure 3j, thin green line), and computing the centre of mass.
The new centre of mass was taken as the pupil position (cf.
Figure 3j, bold green dot) and stored as point (x, y).

Two separate gaze estimation algorithms were used, the first
a parametrical interpolation-based algorithm, in this article
referred to as POLYNOMIAL, the second a model-based
algorithm, in this article referred to as PROJECTION.

In POLYNOMIAL, pupil position points (x, y) were pro-
jected on screen coordinates (X,Y ) according to [10]:

X = a1 x+ a2 (1)

and
Y = b1 y + b2 . (2)

The four unknown coefficients were computed using least
squares regression. The coordinates to be tracked on the
computer display had been chosen such, that the gaze angle
relative to the eye–display axis α < 12, 5◦. For small angles,
sinα ≈ tanα ≈ α [rad]. Consequently, using higher order
polynomials would not change accuracy [10].

In PROJECTION, a planar input region containing pupil
positions was mapped onto the planer screen region via a
homographical relationship [9]:

X =
c1 x+ c2 y + c3
d1 x+ d2 y + d3

(3)

and
Y =

c4 x+ c5 y + c6
d1 x+ d2 y + d3

. (4)

Pupil points from experiment 1 were plotted in a coordinate
system, where only pupil points on the contour spanning
the three calibration trajectories were used (cf. Figure 2d,
points on the surface). It should be noted that although
a user may experience the eye motion as fluent straight
motion, the actual recorded movement can be an irregular,
asymmetric contour. Points inside the contour were used for
(x, y). The minimum bounding box around (x, y) was chosen
for (X,Y ). Coefficients cn...dn were computed using the
ProjectiveTransform class of the skimage Python
library.

III. RESULTS AND DISCUSSION

Figure 4 shows a small subset of experiment 3 in one user.
The left-hand-side frames show the results of the user not

moving the head; the right-hand-side frames show the results
of the user moving the head. The data represented in the upper
frames had been processed with POLYNOMIAL, whilst the
data represented in the lower frames had been processed with
PROJECTION. Thus, the points of regard represented in frame
a were computed from the same pupil positions as the points of
regard in frame c and the points of regard represented in frame
b were computed from the same pupil positions as the points
of regard in frame d. Most of the points of regard on frame d
are on or less than 1◦ from the target. Frame b, computed the
same pupil positions, shows most points of gaze on the targets
as well, with one outlier on the centre. This can be attributed
to the positions of the calibration points of POLYNOMIAL.
This is the opposite of PROJECTION, where the points closer
to the edge require more extrapolation. However, when the
head is not moving, i.e., when the vestibulo-ocular reflex is
not triggered, the points of regard deviate substantially from
the target points, which is shown in frames a and c. Since the
same algorithms were used to compute the points in b and d,
this means that the pupil positions must have been different.
Frame b shows points of regard grouped closer to each other,
suggesting that PROJECTION resulted in gaze estimations
closer to the true point of regard. This small subset of the
data was representative for the full data set.
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Fig. 4. Target points ◦ and points of regard + computed from pupil positions
of a user not moving the head (frames a and c) and moving the head (frames
b and d), using POLYNOMIAL (frames a and b) or PROJECTION (frames
c and d).

Table I shows the mean absolute difference between points
of regard and the target point [in mm], for each point, averaged
over all users. PROJECTION was more accurate than POLY-
NOMIAL for most points. Incorporating the vestibulo-ocular
reflex drastically lowered the deviation in both algorithms, to
an equal deviation of 3 mm.

The full dataset is represented in the box-and-whiskers plot
in Figure 5. For all users, the deviation in the points of regard
was greater when using POLYNOMIAL compared to when
using PROJECTION. The source data of the box-and-whiskers
plot are shown Table II. When moving the head, the accuracy
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Fig. 5. Box-and-whiskers plot of measured devitations of the computed POR
from the target points.

of gaze estimation, represented by the deviation angle, was
less than 1◦ for all users, independent of the algorithm used.
The deviation angle was narrowed when moving the head,
increasing the accuracy of gaze estimation. This confirms our
hypothesis that leaving the head to freely move during eye
tracking must produce more accurate results than keeping the
head fixed, only allowing the eyes to move.

We speculate that involuntary eye movement during gazing
— the eye wandering off — is the reason why the gaze
estimations without head movement are deviating so much
from the target points.

IV. CONCLUSIONS

The eye-tracking system studied was straightforward to
assemble and affordable, having cost 505 ZAR in components.
The system did not require active illumination, eliminating a
health risk.

Pupil detection was fully automatic and in real time with
a straightforward hybrid colour-based and model-based algo-

TABLE I
MEAN ABSOLUTE DIFFERENCE BETWEEN POINTS OF REGARD AND THE

TARGET POINT IN MM, FOR EACH POINT. TARGET POINTS ARE INDICATED
BY THEIR ROW POSITIONS TOP (T), MIDDLE (M), BOTTOM (B), AND BY

THEIR COLUMN POSITIONS LEFT (L), CENTRE (C), RIGHT (R). POLY
INDICATES POLYNOMIAL, PROJ INDICATES PROJECTION, VO

INDICATES INCLUSION OF THE VESTIBULO-OCULAR REFLEX.

Point POLY POLY, PROJ PROJ,
VO VO

TL 30,4 2,9 16,3 2,9
TC 30,1 3,4 15,5 3,5
TR 30,2 3,6 14,8 3,0
ML 30,3 3,8 17,2 3,3
MC 31,3 3,5 12,9 2,9
MR 32,5 3,5 13,1 3,3
BL 28,8 3,3 13,8 3,2
BC 27,9 3,1 14,0 2,9
BR 32,5 3,5 16,5 4,0
Mean 30,4 3,4 14,9 3,2

rithm, despite the lower-end webcam used for recording and
despite the absence of direct illumination.

Based on mean absolute angle difference in the gaze esti-
mation results, we conclude that the model-based algorithm
performed better when the head was not moving and equally
well when the head was moving.

With most deviations of the points of gaze from the target
points being less than 1◦ using either algorithm when the head
is moving, it can be concluded that our setup performs fully
within the 2◦ benchmark from literature.

The algorithms used were not previously tested under pas-
sive illumination. This was the first study of a low-cost eye-
tracking setup taking into account the vestibulo-ocular reflex.
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