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Abstract: In this paper, we propose an instantaneous bit error rate (IBER) based adaptive spatial modulation (ASM) scheme for the $M$-ary phase shift keying (MPSK) constellation (ASM-MPSK). In the proposed ASM-MPSK system, the combination of MPSK modulation order and number of transmit antennas is chosen based on the one that yields the smallest IBER while keeping the average transmission bit rate (TBR) constant. Furthermore, a low complexity maximum likelihood (ML) detection scheme for MPSK SM is employed which significantly reduces the complexity of the proposed system compared with other adaptive modulation schemes that use the high complexity ML detector for detection. Additionally, in this paper, we also analyse the computational complexity for the proposed ASM-MPSK. The simulation results indicate that the proposed scheme provides a significant improvement in terms of the error performance compared to conventional MPSK SM systems under a particular TBR; for TBR = 5 bits/s/Hz, a performance gain of approximately 4 dB had been achieved at a BER of $1 \times 10^{-6}$.
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1. INTRODUCTION

Multiple-input multiple-output (MIMO) has been considered as one of the core techniques for improving data throughput, link reliability and spectral efficiency [1]. For example, Wi-Fi and Long Term Evolution (LTE) are using the MIMO wireless technology because of its advantages. However, one main drawback of MIMO communications is the increase in detection complexity and the cost of implementation compared to single-input single-output (SISO) systems. This is mainly due to the requirement of synchronization between the antennas, the strong inter-channel interference (ICI) between each of the receive antennas and multiple radio frequency (RF) chains [2]. Spatial modulation (SM) is a special MIMO scheme that has been proposed by Mesleh et al. [3]. This scheme has only one active transmit antenna during data transmission, therefore, ICI is completely eliminated and the decoding complexity at the receiver is reduced. It is therefore a strong candidate for next generation wireless communications [4]. The attractiveness of SM has lead researchers to explore techniques for enhancing system error performance and/or spectral efficiency. In order to achieve this, various closed-loop schemes have been considered. These schemes can be broadly classified into transmit antenna selection [5, 6] and adaptive modulation [7, 9, 10].

One of the closed-loop schemes is transmit antenna selection. Rajashekar et al. [5] proposed an attractive Euclidean distance based transmit antenna selection (EDAS) for MQAM SM to improve error performance. This algorithm is based on the construction of an Euclidean distance element matrix and its subsequent QR decomposition. The bit error rate (BER) performance of this scheme had been compared to the conventional SM scheme and a significant improvement had been obtained with the new scheme. Then, in [6], the authors presented a reduced-complexity EDAS for MPSK and MQAM constellations. This was achieved by exploiting the symmetry properties of the MPSK and MQAM constellations thereby further enhancing the system performance.

Another closed-loop scheme is adaptive modulation. Adaptive modulation can be used to improve either throughput or error performance. In terms of improving throughput the authors in [7] proposed an adaptive MQAM SM scheme. Average theoretical BER bounds are derived based on the received SNR. Then, the adaptive MQAM SM switching levels are determined in order to maximize the throughput while meeting the average target BER. These switching levels are numerically estimated based on the approach in [8] for each average SNR value that maximizes average throughput. In terms of improving error performance Yang et al. [9] proposed a low complexity adaptive modulation scheme for SM systems (LC-ASM). This scheme is based on the approach in [10], where the pairwise error probability (PEP) for MIMO V-BLAST maximum likelihood (ML) systems is improved by maximizing the received minimum distance of the transmit symbol vectors. But, it was found that this scheme
has the problem of data inconsistency. This is because the authors in [9] did not consider that for SM systems the transmit antenna also carries information when transmitting data. Therefore, if the index of the transmit antenna is detected erroneously, the length of detected data is different from the length of the transmitted data. This results in data inconsistency in the adaptive SM in [9].

Motivated by the data inconsistency error in [9], we present an ASM scheme for MPSK SM (ASM-MPSK) in order to improve the BER of the conventional SM system. Firstly, we present the closed form instantaneous bit error rate (IBER) expression for MPSK SM and then use this as the metric in the proposed ASM-MPSK scheme. The IBER is a more accurate metric than the nearest neighbour approximation used in [9, Eq.4], since it takes into account both the bit error rate of symbol estimation as well as the bit error rate of antenna index estimation. In [9]-[10], the authors used the ML detector in [11] for detection. Although this detector provides optimal results, the computational complexity is very high. In this paper, we use the low complexity ML detection algorithm for MPSK SM (LC-ML) proposed by Men et al. [2]. This detection algorithm provides optimal results and the computational complexity is independent of M. Many classic detectors have been well designed for arbitrary constellations, such as QAM and PSK. For instance, the low complexity sub optimal signal vector based detector had been proposed in [12] for both MQAM and MPSK constellations has a computational complexity that is independent of the modulation order M. However, the MPSK low complexity ML detector in [2] had been used because, to the best of the authors knowledge, it is the only optimal detector that has a computational complexity independent of the modulation order M. The choice of using only an optimal detector was made so that the best possible results can be obtained. We then analyse the computational complexity of the proposed scheme.

The remainder of this paper is as follows: in Section 2, a system model of the proposed ASM-MPSK scheme is presented. Section 3 contains the derivation of the closed form IBER expression for MPSK SM and a discussion of the proposed ASM-MPSK scheme. The complexity analysis of the proposed scheme is given in Section 4. In Section 5 the simulation results are shown and an example of the proposed ASM-MPSK scheme is presented. Lastly, the paper is concluded in Section 6.

Notation: Lowercase letters that have bold and italic font represent matrices. Regular letters represent scalar quantities. (\cdot)^T, \|\| and E[\cdot] are the transpose, Frobenius norm and Euclidean norm, respectively. \text{argmax}_w(\cdot) and \text{min}(\cdot) represents the argument of the maximum with respect to w and the minimum value of the argument, respectively. Lastly, \Re(\cdot) and \Im(\cdot) represents the real and imaginary parts of a complex argument, respectively.

2. SYSTEM MODEL

![ASM-MPSK System Model](image)

The proposed $N_{\text{TOTA}L} \times N_R$ ASM-MPSK system model with an example of transmission bit rate (TBR) of 6 bits/s/Hz is shown in Fig.1, where $N_{\text{TOTA}L} = 16$ is the total number of available transmit antennas and $N_R$ is the number of receive antennas. In contrast to the conventional SM systems, which use the same modulation order and fixed bits to select the transmit antenna, the proposed ASM scheme uses different modulation orders and dynamic bits to select the transmit antenna. The selected modulation order $M$ and a number of transmit antennas $N_T$ are chosen by the switching unit, where $M \geq 4$ and $N_T = 2^k \leq N_{\text{TOTA}L}$, $k \in Z$, respectively. The switching unit in Fig. 1 consists of all possible combinations of MPSK modulation orders and number of transmit antennas that have a TBR of 6 bits/s/Hz. For convenience we define a combination of MPSK modulation orders and number of transmit antennas as a transmission candidate. Note that the ASM-MPSK system in Fig. 1 uses the conventional MPSK modulation and MPSK SM for $N_T = 1$ and $N_T > 1$, respectively. As the channel varies, the adaptive unit at the receiver selects a candidate for transmission and sends this information to the transmitter through a feedback link. The transmitter then employs the corresponding modulation order and the number of transmit antennas for the next channel use.

The SM mapper output in Fig. 1 above can be expressed as $x_{jq} = [0 \ 0 \ ... \ x_q \ ... \ 0]^T$, where $x_{jq}$ is the $N_T$ dimensional signal vector, $j$ is the selected transmitted antenna index, $x_q$ denotes the $q^{th}$ symbol from the MPSK constellation with $E[|x_q|^2] = 1$ and $q \in [1:M]$. All symbols are contained in symbol set $\mathcal{S}$. The received signal $y$ can be expressed as,
\[ y = \sqrt{\rho} \mathbf{H} x_{ij} + \eta \]  

(1)

where \( y = [y_1, y_2, \cdots, y_{N_R}]^T \), \( \rho \) is the average signal-to-noise ratio (SNR) at each of the receive antennas, \( \mathbf{H} = [\mathbf{h}_1, \mathbf{h}_2, \cdots, \mathbf{h}_{N_T}] \) is an \( N_R \times N_T \) channel matrix and \( \eta \) is an \( N_R \times 1 \) additive white Gaussian noise (AWGN) vector. Both \( \mathbf{H} \) and \( \eta \) have independent and identically distributed entries according to the complex Gaussian distribution \( \mathcal{CN}(0,1) \).

We also assume that the channel state information (CSI) is perfectly known at the receiver. In [9] and [10], the authors have also assumed perfect CSI at the receiver. However, in practical scenarios, the channel estimation using pilot/ training symbols is prone to errors and degradation. Rajashekar et al. [13] analyzed the performance of antenna selection algorithms in SM systems with imperfect CSI at the receiver. However, this is beyond the scope of the paper. The LC-ML detector for \( \text{MPSK} \) in [2] is used for detection in this paper. This contributes to a reduction in computational complexity of the proposed system compared with other adaptive SM schemes [7, 9, 10] that use the ML detection method in [11] for detection.

3. PROPOSED ADAPTIVE SPATIAL MODULATION FOR \( \text{MPSK} \)

The proposed ASM- \( \text{MPSK} \) system is based on finding the smallest IBER amongst all transmission candidates under a particular TBR. Generally, the number of candidates for a specific TBR is given by \((\text{TBR} - 1)\) in the proposed \( N_{\text{TOTAL}} \times N_R \) ASM- \( \text{MPSK} \) system for \( M \geq 4 \). Considering a \( 4 \times N_R \) ASM- \( \text{MPSK} \) system as an example, we have TBR = 4 bits/s/Hz. The \( 4 \times N_R \) ASM- \( \text{MPSK} \) system has 3 possible transmission candidates: 1) \( 1 \times N_R \) 16PSK modulation with transmit antenna selection; 2) \( 2 \times N_R \) 8PSK SM with transmit antenna selection, and 3) \( 4 \times N_R \) 4PSK SM without transmit antenna selection. The transmit antenna(s) of candidate 1 and 2 in the above example are chosen through antenna selection techniques which will be explicitly explained in Subsection 3.1 of this section. In the proposed ASM- \( \text{MPSK} \) scheme, the candidate that has the smallest IBER will be chosen for transmission under the given channel condition.

In this section, we firstly discuss the techniques that were used to perform the transmit antenna selection. Secondly, we present the IBER for each transmission candidate. This is used as the metric to determine which ASM candidate is selected for transmission. Finally, we explain the transmission candidate selection algorithm for the proposed ASM- \( \text{MPSK} \) scheme.

3.1 Transmit antenna selection techniques

In the proposed ASM- \( \text{MPSK} \) system, one of transmission candidates is \( 1 \times N_R \) \( \text{MPSK} \) modulation. In this transmission, one out of \( N_{\text{TOTAL}} \) transmit antennas is selected based on the largest channel gain. The largest channel gain is obtained by evaluating

\[
\hat{i} = \arg \max_{j \in [1:N_{\text{TOTAL}}]} \left( \| \mathbf{h}_j \|_F^2 \right)
\]

(2)

where the arg max operator selects the largest element \( \| \mathbf{h}_j \|_F^2 \).

The rest of the transmission candidates are \( N_T \times N_R \) ASM- \( \text{MPSK} \) SM for \( 1 < N_T \leq N_{\text{TOTAL}} \). The low complexity Euclidean distance based antenna selection (LC-EDAS) in [6] is used to select \( N_T \) out of \( N_{\text{TOTAL}} \) transmit antennas. For the scheme in [6], the rotational symmetry property of the \( \text{MPSK} \) constellation is exploited in order to reduce the complexity of other existing EDAS scheme [5]. This low complexity EDAS scheme selects two or more transmit antennas based on the EDAS criterion which is the maximization of the minimum instantaneous Euclidean distance among all possible SM symbols [3]. The algorithm is based on the construction of an Euclidean-distance element matrix and its subsequent QR decomposition. The LC-EDAS algorithm is summarized below:

1. Determine \( \Gamma \), which is the set of enumerations of all possible \( \binom{N_{\text{TOTAL}}}{N_T} \) combinations of selecting \( N_T \) out of \( N_{\text{TOTAL}} \) transmit antennas. Let \( \mathbf{L} \) be the set that contains all \( \Gamma \).
2. Factorize the modified channel matrix using QR decomposition.
3. Construct \( \bar{N}_{\text{TOTAL}} \times N_T \) Euclidean distance element matrix, \( \mathbf{D} \). The \((i, j)\)th elements of \( \mathbf{D} \), where \( i \neq j \), are given by,

\[
D_{i,j} = \min_{x_{q_1} \in \mathbb{Q}, x_{q_2} \in \mathbb{Q}} \left\{ \mathbf{R} \begin{bmatrix} x_{q_1} \ 0 & x_{q_2} \ 0 \end{bmatrix} \right\}_F^2.
\]

Here \( x_{q_1} \) and \( x_{q_2} \) represent symbols from the \( \text{MPSK} \) symbol set and \( I \) and \( Q \) are the in-phase (real) and quadrature (imaginary) components of the \( \text{MPSK} \) signal constellation set \( \mathbf{s} \), respectively. Note that only one \( \text{MPSK} \) constellation point is required in order to calculate \( D_{i,j} \) above. The diagonal elements are given by

\[
D_{i,i} = \min_{x_{q_1} \in \mathbb{Q}} \left( \mathbf{q}_{\text{MPSK}}^* \right)^2 \| \mathbf{h}_i \|_F^2,
\]

where \( \mathbf{h}_i \) is the channel vector corresponding to the \( i \)th transmit antenna and \( \mathbf{q}_{\text{MPSK}} \) represents the minimum distance between any two symbols in \( \mathbf{s} \).
4. Determine \( N_T \times N_T \) sub-matrices of \( \mathbf{D}(\mathbf{L}) \), by deleting all rows and columns of \( \mathbf{D} \) that are absent in \( \mathbf{L} \).
5. The antenna set that maximizes the minimum Euclidean distance is given by

\[
\mathbf{L}_{\text{ED}} = \arg \max_{\mathbf{L} \in \Gamma} \{ \min(\mathbf{D}(\mathbf{L})) \}
\]

(3)
In (3), \( \mathbf{L}_{\text{ED}} \) contains the indices \( \hat{k}_1, \ldots, \hat{k}_{N_T} \) which are the \( N_T \) selected transmit antenna indices.

### 3.2 Theoretical instantaneous BER for MPSK SM

The spatial modulation detector is responsible for the estimation of two quantities: the active transmit antenna and transmitted symbol. As a result, SM error performance depends on the error rates of these two processes. For the following analysis we consider these two processes and assume that the transmit antenna and symbol estimation processes are independent [14].

Given fading channels, the IBER for conventional \( M \)PSK, is given by [14],

\[
P_b \approx \frac{2}{m} Q \left( \sqrt{2\gamma_s} \sin \left( \frac{\pi}{M} \right) \right), \quad M \geq 4
\]

where, \( \gamma_s \) is the instantaneous SNR per \( M \)PSK symbol and \( m = \log_2 M \) is the total number of bits per \( M \)PSK symbol [15].

Now, we consider the overall IBER for each transmission candidate in the proposed ASM-MPSK system. For \( 1 \times N_R \) MPSK modulation the overall IBER, is given by,

\[
P_{bl} = \frac{2}{m} Q \left( \sqrt{2\gamma_s} \sin \left( \frac{\pi}{M} \right) \right), \quad M \geq 4
\]

where \( l \) is the selected transmit antenna index from (2). For \( N_T \times N_R \) ASM-MPSK modulation, the overall IBER is given by [16],

\[
P_e = P_a + P_b - P_a P_b
\]

In (6), \( P_b \) is the average IBER of the transmit symbol estimation given that the transmit antenna index is perfectly detected and is given by,

\[
P_b = \frac{1}{N_T} \sum_{k=1}^{N_T} P_{b_k}
\]

where \( \hat{k}_1, \ldots, \hat{k}_{N_T} \) are the \( N_T \) selected transmit antenna indices from (3) and \( P_{b_k} \) is given in (4).

In (6), \( P_a \) is the bit error probability of transmit antenna index estimation given that the symbol is perfectly detected and is given by [Eq.19, 1].

### 3.3 Proposed IBER based ASM algorithm

The proposed ASM-MPSK is based on IBER which has been derived in Subsection 3.1. Fig. 2 below illustrates the algorithm for the proposed ASM scheme. Each time the channel varies, the procedure in Fig. 2 is carried out.

![Figure 2: Proposed IBER based ASM scheme](image)

In Fig. 2 above, \( N \) is the total number of candidates for a particular TBR. The IBER is computed for each candidate and the candidate having the lowest IBER is selected for transmission. Thereafter, we proceed with MPSK SM using \( M \) and \( N_T \) as specified by the selected candidate.

### 4. EVALUATION AND COMPARISON OF THE AVERAGE ERROR PERFORMANCE

In this section, we present the simulation results for the proposed ASM-MPSK scheme for a TBR of 3, 4 and 5 bits/s/Hz. In all instances, we assume that the CSI is known at the receiver. For all results shown in this paper, a quasi-static Rayleigh flat-fading channel is employed. Note that all achievable SNR gains due to the proposed MPSK-ASM scheme are measured at a BER value of \( 10^{-6} \) with respect to the 4PSK SM transmission candidate where \( N_T = N_{TOTAL} \). The theoretical analysis for this candidate is also included in the simulation result for 3, 4 and 5 bits/s/Hz in order to verify the MPSK SM simulation results. For all results shown in this section, we employ the LC-ML detector [2]. In order to denote the antenna configuration and modulation order used for the simulation results, we use the following notation: \((N_T, N_R, M)\).

For the simulation results in Fig. 3 below we have used an ASM-MPSK system having a TBR of 3 bits/s/Hz. There are 2 possible candidates for this system: \( 1 \times 4 \) conventional 8PSK and \( 2 \times 4 \) 4PSK SM. In Fig. 3 below we compare the ASM result achieved to the 4PSK SM transmission candidate.
It is evident from Fig. 3 above that there is a considerable improvement in BER of the proposed ASM-MPSK scheme compared to the MPSK SM candidate; At a BER value of $10^{-6}$ there is a 1.2 dB improvement.

For the next simulation results in Fig. 4 below, we have used an ASM-MPSK system having a TBR of 4 bits/s/Hz. The possible SM candidates for this system are: $2 \times 4$ 8PSK SM with transmit antenna selection, $4 \times 4$ 4PSK SM without transmit antenna selection and conventional $1 \times 4$ 16PSK modulation with transmit antenna selection. In Fig. 4 below, the ASM-MPSK result for the proposed scheme is compared with candidate 2 which is the 4PSK SM system.

Finally, for the simulation result in Fig. 5 below we have used an ASM-MPSK system having a TBR of 5 bits/s/Hz. There are 4 possible candidates for this system: conventional $1 \times 4$ 8PSK with transmit antenna selection, $8 \times 4$ 4PSK SM without transmit antenna selection, $4 \times 4$ 8PSK SM with transmit antenna selection and $2 \times 4$ 16PSK SM with transmit antenna selection. In Fig. 5 below we compare the ASM-MPSK result achieved to the $8 \times 4$ 4PSK SM candidate.

Once again, we notice from Fig. 4 above that there is a significant improvement in the BER of the proposed ASM-MPSK scheme compared to the $4 \times 4$ 4PSK SM candidate; at a BER value of $10^{-6}$, a 2.2 dB improvement is achieved with the proposed scheme.

In Table 1 below, we summarize the achievable SNR gain due to the proposed MPSK-ASM scheme at a BER of $10^{-6}$ for a TBR of 3, 4 and 5 bits/s/Hz. For each TBR, these gains are with respect to the SM candidate that has $N_T = N_{TOTAL}$ and $M = 4$. Table 1 also shows that the SNR gain achieved by the system increases as the number of transmit antennas increase.

<table>
<thead>
<tr>
<th>TBR</th>
<th>ASM-MPSK SNR gain with respect to MPSK SM [dB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 bits/s/Hz</td>
<td>2.2</td>
</tr>
<tr>
<td>4 bits/s/Hz</td>
<td>3.2</td>
</tr>
<tr>
<td>5 bits/s/Hz</td>
<td>3.8</td>
</tr>
</tbody>
</table>
5. COMPLEXITY ANALYSIS

In this section, the computational complexity of the proposed ASM-MPSK scheme is analyzed by exploiting the concept of the computational complexity in [5]. It is defined as the total number of real and complex-valued operations. (Addition, subtraction, division and multiplication are counted as one operation). The proposed ASM-MPSK scheme contains the EDAS and LC-ML algorithms. The computational complexity for both the EDAS and LC-ML algorithms have been considered in [5] and [2] respectively. Using this, we derive the computational complexity for the proposed ASM-MPSK scheme. Also, in this section an example is given to show the computational complexity and IBER of the proposed ASM scheme under a particular channel condition.

5.1 Computational complexity analysis for proposed ASM-MPSK scheme

$P_a$ in (4) needs to be calculated for each candidate under a particular TBR. We first compute $\gamma_i$ in (5). This requires $N_R - 1$ addition operations and 2 multiplication operations. Since, (5) only needs to be computed for one candidate under a particular TBR, the total number of operations required is $N_R + 1$. Then, in (7), we are required to calculate $\gamma_i$ for the remaining $N - 1$ candidates. This requires a total of $(N - 1)(N_T(N_R + 1))$ operations.

Next, we need determine the number of operations required for evaluating the $Q$ function in (4). In order to do this, we consider the $Q$ function in terms of the complementary error function and error function. Let $x = \sqrt{2}y \sin \left(\frac{x}{\sqrt{y}}\right)$. Then, $Q(x) = \frac{1}{2}erfc \left(\frac{x}{\sqrt{y}}\right)$. [Eq.A.17, 17]. Thereafter, we solve $erf(x) = \frac{1}{2} \int_0^x e^{-x^2}$ for the unit point $x$. We evaluate $erf(x)$ using the trapezoidal rule in [17] for a unit point. This is given by $\frac{1}{2}(e(x)^y)$. Now we can obtain the $Q$ function approximation by evaluating $1 - erf(x)$. Thus, the evaluation of the $Q$ function for a unit point requires 1 and 3 subtraction and multiplication operation/s respectively. Since the $Q$ function needs to be computed for each candidate $N_T$ times, we require a total $4NN_T$ operations [15]. In order to evaluate the rest of (5) and (7), we require 1 and $2N_T$ multiplication operation/s respectively.

Now, we consider the computational complexity involved in calculating $P_a$ in [Eq.19, 1]. The notation $\mu_a$ in [Eq.19, 1] is defined as, $\mu_a = \frac{1}{2} \left(1 - \sigma_a^2 \right)$, where $\sigma_a^2$ is the variance of the channel distribution and is given by $\mu_a = \frac{\rho}{2} |x_i|^2$. This will be broken down into two parts: Firstly, $P(x_{i} | x_{i})$, which is the pairwise error probability (PEP) of choosing signal vector $x_{i}$ given that $x_{i}$ was transmitted. Secondly, $N(j, j)$, which is the number of bits in error between transmit antenna index $j$ and estimated transmit antenna index $j$. The PEP requires 7 operations for calculating $\mu_a$, 1 operation for $\mu_a^2$ and 2 operations for $1 - \mu_a^2$. Since the calculation of $\mu_a$ involves finding the variance, $\sigma_a^2$ in [Eq.19, 1], for each of the symbols in the symbol set, the search space is $M$. For the term, $\left(\frac{N_R - 1 + w}{w}\right)$, of the PEP expression, we assume that $w$ is $N_R - 1$ so that we only consider the maximum possible complexity for the term. We evaluate the expression as follows: $\left(\frac{(N_R - 1 + w)}{(N_R - 1)(w)}\right)$ which requires $2N_R - 3$ operations for the numerator term and $2N_R - 2$ operations for each of the denominator term. Since there is one division operation in the expression, the total number of operations for the PEP expression is $M(4N_R - 5)$. Then, for the term $N(j, j)$ in [Eq.19, 1], we simply consider the bit errors between $j$ and $j$ one at a time, where $j$ and $j$ are all possible combinations of transmit antenna index and estimated transmit antenna index respectively. Note that $j$ is not equal to $j$. Therefore, the complexity for this term is the search space $N_TN_T$. The denominator of [Eq.19, 1], requires 2 operations. Note that $P_a$ is only computed for $N - 1$ candidates, where $1 < N_T \leq N_{TOTAL}$. Thus, the total number of operations required to calculate $P_a$ for a given TBR is $N - 1(M(4N_R + 5) + N_TN_T)$.

Next, we consider the transmit antenna selection that is required for the conventional MPSK and MPSK SM candidates. For the case where $N_T = 1$, we use the antenna selection technique in (2). We require $N_T(N_R - 1)$ addition operations and $N_T$ multiplication operations in order to evaluate (2). Thus the total computational complexity required for this technique is $N_T N_T (N_R - 1)$. For the case where $1 < N_T \leq N_{TOTAL}$, we use the LC-EDAS technique described in Section 3 of the paper. The computational complexity for this technique is given in [6] as $N_T(2N_R - 1) + 64 \left(\frac{N_{TOTAL}}{N_T}\right) (N_R - \frac{2}{3})$. Note that this needs to be computed for $N - 1$ candidates under a particular TBR.

Lastly, the computational complexity for the LC-ML detection algorithm has been derived in [2] and is given as $N_T(6N_R + 9)$. Whereas the high complexity ML detection algorithm used in [5,9,10] has a complexity of $6N_R N_T M$ [2].

Thus, the number of operations required for one iteration of the proposed algorithm as shown in Fig. 2 is given below by $\delta_{\text{proposed(case1)}}$ where $N_T = 1$ and $\delta_{\text{proposed(case2)}}$ where $1 < N_T \leq N_{TOTAL}$:

$\delta_{\text{proposed(case1)}} = (N_R + 1) + N_{TOTAL} N_T (N_R - 1) + 4 + N_T (6N_R + 9)$

$\delta_{\text{proposed(case2)}} = N - 1(N_T(N_R + 1)) + 4NN_T + N - 1 \left(N_T (2N_R - 1) + 64 \left(\frac{N_{TOTAL}}{N_T}\right) (N_R - \frac{2}{3})\right) + N - 1(M(4N_R + 5) + N_TN_T) + (N - 1)N_T(6N_R + 9)$
Therefore, the total number of operations required is given by,
\[
\delta_{\text{proposed}} = \delta_{\text{proposed}(\text{case1})} + \delta_{\text{proposed}(\text{case2})} \quad (11)
\]
In Table 2 below, we compute the computational complexity for a system having \(N_T = 2\) and \(N_R = 2\) for various transmission bit rates. Note we are considering only one iteration as shown in Fig. 2.

The computational complexity of the proposed scheme is compared to LC-ASM scheme in [9] where the exact values of the number of complex operations had been given for a system with a TBR of 3 bits/s/Hz. The computational complexity in [9] had not been derived. Only the total number of complex-valued operations had been given. Therefore, we consider only the complex-valued operations of the proposed scheme for this operation. This is given by, \(\delta_{\text{proposed}(\text{complex})} = (N - 1)(N_T(2N_R - 1) + 64(N_T^\text{TOTAL}N_T^R(N_R - 2)/3)) + N - 1(M(4N_R + 5)) + (N - 1)N_T(6N_R + 9)\).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>TBR=3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed ASM-MPSK scheme</td>
<td>283</td>
</tr>
<tr>
<td>LC-ASM [9]</td>
<td>450</td>
</tr>
</tbody>
</table>

It is evident that when considering only complex-valued operation for a system with TBR of 3 bits/s/Hz, the proposed ASM-MPSK scheme achieves an improvement of 62.8% in computational complexity when compared to the ASM scheme in [9]. Therefore, the proposed algorithm has the advantage of complexity reduction and good performance.

5.2 Example

Consider an SM system with \(N_R = 4\) and TBR 4 bits/s/Hz. The TBR – 1 possible candidates are;
1) \(N_T^\text{TOTAL} = 4 \quad N_T = 2 \quad M = 8\)
2) \(N_T = 4 \quad M = 4\)
3) \(N_T^\text{TOTAL} = 4 \quad N_T = 1 \quad M = 16\)

Fig. 6 below shows the IBER and corresponding computational complexity, \(\delta_{\text{proposed}}\) in (11) of the three transmission candidates for the 4/bits/s/Hz transmission system. The channel gain matrix for this example is given in the Appendix.

6. CONCLUSION

In this paper, we have proposed a simple ASM-MPSK algorithm for MPSK constellations in order to obtain better system performance under a target TBR. The optimum candidate for transmission is determined based on the one that yields the smallest IBER performance. As the channel varies, the adaptive unit at the receiver computes the optimum candidate for transmission and sends this information to the transmitter through a low-bandwidth feedback path. The computational complexity for the proposed scheme has been analyzed and it is evident that the proposed scheme has the advantage of reduced computational complexity compared with existing ASM schemes. Simulation results show that the proposed scheme has considerable performance improvement in terms of the BER, especially at high SNR, compared to the conventional SM system.
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8. APPENDIX

The channel gain matrix \( \mathbf{H} \), for the example in Subsection 5.2 is given by,

\[
\mathbf{H}_1 = \begin{pmatrix}
0.3380 + 3859i & 0.4680 - 0.1968i \\ 
-0.6813 + 0.9694i & 0.7082 - 0.1395i \\ 
-0.3350 - 1.0432i & -1.1222 - 1.4423i \\ 
0.1355 + 0.1910i & -0.1706 + 1.2509i
\end{pmatrix},
\]

\[
\mathbf{H}_2 = \begin{pmatrix}
0.5107 - 0.2123i & -0.0289 + 0.3492i \\ 
0.8804 + 0.7800i & -0.2464 + 0.3732i \\ 
-1.4346 - 2.3706i & 0.6661 + 0.2827i \\ 
0.1012 - 1.2146i & -0.3346 - 0.4841i
\end{pmatrix},
\]

\[
\mathbf{H}_3 = \begin{pmatrix}
0.9424 + 1.1411i \\ 
0.8146 - 0.5165i \\ 
1.7474 - 0.6090i \\ 
0.2974 - 1.3015i
\end{pmatrix}
\]

for candidate 1, 2 and 3 respectively.